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Abstract

Semi-structured  information in
XML can be merged in a logic-
based framework [3, 4]. In this
paper we extend this approach to
modelling and merging uncertain
information that is defined either on
textentries or at different levels of
granularities with XML textentries,
as well as to modelling and rea-
soning with XML documents that
contains heterogeneous
information on more

semantic
uncertain
complex elements in XML subtrees.

Keywords: DS theory, logic-based
information fusion, uncertain semi-
structured information.

1 Introduction

We use XML documents to represent semi-
structured information such as structured sci-
entific knowledge (SSK). Each SSK report
describes information in one or more scien-
tific datasources (such as one or more jour-
nals, databases of empirical results, etc). The
format of an SSK report is an XML docu-
ment where the tagnames provide the seman-
tic structure and coherence to the document
and the textentries (i.e. leaves) are restricted
to (1) individual words or simple phrases from
a scientific nomenclature/terminology and (2)
individual numerical values with units.

An SSK report is intended to help scien-
tists understand the contents of a datasource.
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Each SSK report contains summaritive in-
formation about the datasource (e.g. infor-
mation from an abstract, summary of tech-
niques used, etc) plus evaluative informa-
tion about the datasource (eg. delineation
of uncertainties and errors in the informa-
tion source, qualifications of the key findings,
etc). The summaritive information describes
the information provided by the authors of
the datasource, and the evaluative informa-
tion describes the information provided by the
users or authors of the datasource. Each SSK
report can be constructed by hand, by infor-
mation extraction systems, (e.g. [1]), or as
by-product of querying and analysing scien-
tific databases.

Whilst SSK reports are a useful resource for
representing information in applications such
as bioinformatics and e-science, there is a
pressing need to develop tools to analyse and
integrate them. To address this need we have
been developing a logic-based formalism that
supports context-dependent representing and
reasoning with the uncertainty in this infor-
mation.

In our approach, each SSK report is regarded
as a tree and this can isomorphically be rep-
resented as a logical term: Each tagname is
a function symbol, and each textentry is a
constant symbol. Furthermore, subtrees of
an SSK can be isomorphically represented as
subterms in logic. In this way, the informa-
tion in each SSK report can be captured in a
logical language. We have also defined a range
of predicates, in a Prolog knowledgebase, that
capture useful relationships between SSK re-



ports, and so a set of them can then be anal-
ysed or merged as Prolog queries to a Prolog
knowledgebase. In this way, a query to merge
some SSK reports can be handled by recursive
calls to Prolog to merge the subtrees in the
SSK reports. This gives a context-dependent
logic-based approach to merging that is sensi-
tive to the uncertain information in the SSK
reports and to the background knowledge in
the Prolog knowledgebase.

In this paper, we propose approaches to mod-
elling and merging uncertain information, in
the form of mass functions in the Dempster-
Shafer theory of evidene (DS theory) ([8]), on
textentries, as demonstrated in Example 1.
We also investigate situations as illustrated
in Example 2, where the first XML document
shows that pieces of evidence can be given
at different levels of granularities of the same
concept represented by a textentry, and the
second one reveals that a mass function can
be assigned to a subtree of an XML document.
We will provide formal definitions on how to
model and reason with these types of XML
structure, as well as how to merge multiple
SSK reports with such uncertain information.

We will proceed as follows. In Section 2, we
present formal definitions of logical represen-
tations of XML documents, review the basics
of DS theory, and provide formal definitions
of modelling and merging uncertain informa-
tion in SSK reports in the form of mass func-
tions on the same textentry of two XML docu-
ments. In Section 3, we consider propagating
and merging uncertain information at differ-
ent levels of granularities. In Section 4 we in-
vestigate methods of reasoning with uncertain
information on subtrees. Finally, we compare
our work with related research in the final sec-
tion and provide conclusions.

Example 1 Consider the following two SSK re-
ports which are for the same area being explorated.
Both of them define a mass function on the tex-
tentry deposit. A fusion predicate defined later
in Section 2 generates a merged SSK report with
the combined mass function.

(report)
(source) Experiment1 (/source)
(date) 19/3/02 (/date)
(Location) NorthSea (/location)
(deposit)
(belfunction)

(mass value = “0.4”)
(massitem)water(/massitem)
(massitem)oil(/massitem)

(/mass)

(mass value = “0.6”)
(massitem)gas(/massitem)

(/mass)

(/belfunction)
(/deposit)
(/report)

(report)
(source) Experiment2 (/source)
(date) 19 March 2002 (/date)
(Location) NorthSea (/location)
(deposit)
(belfunction)
(mass value = “0.2”)
(massitem)water(/massitem)

(/mass)

(mass value = “0.8”)
(massitem)gas(/massitem)

(/mass)

(/belfunction)
(/deposit)
(/report)

The merged result provides a new XML document
with combined mass function as shown below.

(report)
(source) Expl and Exp2 (/source)
(date) 19/3/02 (/date)
(Location) NorthSea (/location)
(deposit)
(belfunction)
(mass value = “0.143”)
(massitem)water(/massitem)

(/mass)

(mass value = “0.857”)
(massitem)gas(/massitem)

(/mass)

(/belfunction)
(/deposit)
(/report)

Here in this and subsequent examples, we use some
simplified data from the petroleum exploration do-
main. The main purpose of petrolem exploration
is to analysis qualitatively and calculate quanti-
tatively the well logging data in order to predict
the possible deposits in some areas. The well log-
ging data are digital records which can reflect the
underground physical features, for instance, elec-
tronic resistance, micro-electrode resistance, and
natural gamma ray, etc. They are collected by well



logging equipment inside the well from the ground
level to some depth underground. The whole depth
from the ground level to the bottom of the well is
divided into layers based on the digital data col-
lected and the values of these physical features can
give indications of layers with possible deposits.
The first two XML documents in Example 1 show
how an expert can predict a possible deposit of a
particular layer, by examining the digital data of
the layer. Since equipment used is subject to noise
and inaccuracy, multiple experiments are needed
in order to make an accurate prediction. Further-
more, the general analysis of the broader area of
the physical features of the location often provides
some additional information for predication. The
2nd report in Example 2 shows how this knowledge
can be simplified and coded.

Example 2 The first XML report below gives a
pieces of evidence in the form of mass function on
the frame deposit with values {liquid, solid},
in contrast with the two mass functions given in
Example 1, where the frame deposit has wvalues
{water,oil, gas, sand, stone}. The second XML
report includes a mass function defined on a sub-
tree, where the mass values are assigned to ele-
ments not from a single frame but from multiple
frames. To merge these two reports, one mass
function has to be propagated onto the frame of
another.

(report)
(source) Experiment3 (/source)
(date) 19/3/02 (/date)
(Location) NorthSea (/location)
(deposit)
(belfunction)
(mass value = “0.2”)
(massitem)liquid(/massitem)
(/mass)
(mass value = “0.8”)
(massitem)solid(/massitem)
(/mass)
(/belfunction)
(/deposit)
(/report)

(report)
(source) General Knowledge (/source)
(date) 19/3/02 (/date)
(Llocation) NorthSea (/location)
(belfunction)

(mass value = “0.4”)
(deposit)water(/deposit)
(lithology)L1({/litology)

(/mass)

(mass value = “0.6”)
(deposit)gas(/deposit)
(lithology)L2(/1lithology)

(/mass)

(/belfunction)

(/report)

2 Structured Scientific Knowledge

We now provide basic definitions for SSK, and
the logical representation of them. We then
introduce the basics of DS theory before con-
sidering how to represent and merge uncertain
information in SSK.

Basic definitions: We use XML to represent
SSK reports. So each SSK report is an XML
document, but not vice versa, as defined be-
low. This restriction means that we can easily
represent each SSK report by a ground term
in classical logic.

Def. 1 Structured Scientific Knowledge
Report (SSK report): If v is a tagname
(i.e an element name), and ¢ is textentry, then
(p)Yd(/p) is an SSK report. If ¢ is a tagname, ¢
is textentry, 0 is an attribute name, and K is an
attribute value, then (p 0 = K)P(/p) is an SSK
report. If ¢ is an tagname and o1, ...,0, are SSK
reports, then (p)o1...0n(/) is an SSK report.

Clearly each SSK report is isomorphic to a
tree with the non-leaf nodes being the tag-
names and the leaf nodes being the texten-
tries. This isomorphism allows us to give a
definition for an abstract term of an SSK re-
port.

Def. 2 Abstract term: Each SSK report is
isomorphic with a ground term (of classical logic)
called an abstract term. This isomorphism is de-
fined inductively as follows: (1) If (p)d{/p) is an
SSK report, where ¢ is a textentry, then p(¢) is
an abstract term that is isomorphic with (p)d{/);
(2) If (¢ 0 = &Yp(/p) is an SSK report, where ¢ is
a textentry, then o(¢, k) is an abstract term that
is isomorphic with (@ 0 = K)P(/); and (3) If
(p)p1..0n (/) is an SSK report, and ¢} is an ab-
stract term that is isomorphic with ¢, ...., and
@, is an abstract term that is isomorphic with ¢,
then @(#},..,8),) is an abstract term that is iso-

morphic with (p)¢1..0n(/¥).

Via this isomorphic relationship, we can refer
to a branch of an abstract term by using the
branch of the isomorphic SSK, and we can
refer to a subtree of an abstract term by using
the subtree of the isomorphic SSK.

Def. 1 describes how an XML document
can be defined recursively starting from
the simpliest one which has only one tag



name and one value associated with the tag
name. Def. 2 defines how a tree struc-
ture like XML document can be equally
described as a logical term which also re-
flects the relationships between tag names
and their values. For instance, XML infor-
mation (date)03/03/99(/date) is denoted as
date(03/03/99) in logics where 03/03/99 can
be understood as the value of attribute date.

Basics of DS theory: DS theory has a com-
monly accepted advantage than probability
theory in terms of assinging a proportion of
an agent’s belief to a subset of a set of possi-
ble values than only on singletons, and assign-
ing any unspecified proportion of belief to the
whole set. This is especially useful when the
evidence supporting an agent’s belief is not
accurate or incomplete. Furthermore, multi-
ple pieces of evidence can be accumulated over
time on the same subject and these pieces of
evidence should be combined /merged in some
way in order to draw a conclusion out of them.
Dempster’s combination rule in DS theory
provides a simple mechanism to achieve this
objective. Due to these two advantages pro-
vided by DS theory, we have chosen DS theory
to model, reason and merge uncertain infor-
mation in SSK in the form of XML documents
in this paper.

Let © be a finite set containing mutually ex-
clusive and exhaustive solutions to a question.
Q is called a frame of discernment. A
mass function, also called a basic prob-
ability assignment, captures the impact of
a piece of evidence on subsets of (2. A mass
functions m : p(2) — [0, 1] satisfies:

m(0) =0and Ycom(A) =1

When m(A) > 0, A is referred to as a fo-
cal element. To obtain the total belief in a
subset A, i.e. the extent to which all available
evidence supports A, we need to sum all the
mass assigned to all subsets of A. A belief
function, Bel : p(2) — [0, 1], is defined as:

Bel(A) = Epcam(B)

A plausibility function, Pl : p(Q) — [0, 1],
is defined as follows

PI(A) = 1 — Bel(A) = Spruzg m(B)

Dempster’s rule of combination below shows
how two mass functions m, and msq, on the
same frame from independent sources, can be
combined to produce a merged one.

my @ ma(C) = Y anB=c (m1(A) x ma(B))
1 — Y anp=p (m1(A4) x m2(B))

Modelling uncertain information: In or-
der to support the representation of uncertain
information in SSK reports, we need some fur-
ther formalization. First, we assume a set of
tagnames that are reserved for representing
uncertain information. Second, we assume
some constraints on the use of these tags so
that we can ensure they are used in a mean-
ingful way with respect to DS theory.

Def. 3 The tagnames belfunction multiitem,
mass, and massitem are called reserved tag-
names.

Def. 4 The SSK  (belfunction) o1y,..,
on(/belfunction) is belfunction-valid iff
for each o; € {o1,..,0n} 0; is of the form
(mass value =  k)oi,...,0,(/mass) and for
each o; € {of,.,0n}, oj is of the form
(massitem)¢(/massitem) where k € [0,1] and ¢
1 a textentry.

The textentries in a belfunction-valid compo-
nent are from a pre-defined frame. When two
such components are available on the same
tagname, the following procedure merges
them using the Dempster’s combination rule.

Def. 5 Let the following be two belfunction-valid
uncertainty components

(belfunction)ai, .., o, (/belfunction)
(belfunction)o?,..,07(/belfunction)

where

1.0f € Aof,.,o0} is of the form
(mass value = &} )1} (/mass)

2. 1}l is of the form

(massitem)¢! (/massitem)

(massitem)¢; (/massitem)

3. 07 € {of,.,o0} is of the form

(mass value = #7)¢7(/mass)
4. ¢]2 is of the form

(massitem)¢? (/massitem)

(massitem) (bfy (/massitem)



Let the combined belfunction component be
(belfunction)oy,..,0s(/belfunction)

€ {o1,..,0s} is of the form

1.2
YK, XK

where each oy,

(mass value = nk)zﬁ(/mass) and R = T—rL

and k; = YKL x k2, and
1. o is of the form
(massitem)¢; (/massitem)

(massitem)¢; (/massitem)

2. {(bla7¢Z}:{¢%177¢%m}m{¢3177¢?y}
3. o} €

. {ol,..,00} is of the form
(mass value = k)9l (/mass)
4. YL is of the form

n

(massitem)¢), (/massitem)

(massitem)¢), (/massitem)

5 02, € {o},.,02} is of the form
(mass value = ﬁfnﬁp%n(/mass)

6. Y2 is of the form

m

(massitem)¢;, (/massitem)

(massitem)¢?, (/massitem)

7. {¢’}L17.-.7¢}lv}m{¢?ﬂ17-.-7¢$nw} = @

A predicate Dempster(7y, 72, X) is defined in
Prolog to carry out the actural merge, where
71 and T are two belfunction-valid abstract
terms and X is a logical variable. If we let 7
and 79 be the abstract terms for the first two
XML documents in Ex. 1, then X represents
the merged abstract term isomorphic to the

third XML document in the example.

The above definitions define how to model
amd merge mass functions at textentries, we
now provide the definition for subtrees.

Def. 6 The SSK (belfunction) o1,... ,0p
(/belfunction) is subtree-belfunction-valid
iff for each o; € {o1,..,0n} 0; is of the form
(mass value = k) ot,...,0 (/mass) and for each
oi € {o},..,00,}, 0} is of the form (multiitem)
( ;1> ;1</¢;1>7 o ;z) 3,(/@/1;,) (/multiitem),
and k € [0,1], where Y%, are tagnames, and ¢,
are textentries.

Any two tagnames from within a
((multiitem), (/multiitem)) pair must
be distinct and their corresponding tex-
tentries are from different sets containing
mutually exclusive and exhaustive values.
Either a belfunction-valid SSK report or
a subtree-belfunction- valid SSK report is
called an uncertain component.

Example 3 The following 1is a subtree-
belfunction-valid uncertain component providing a
mass function on pairs of values from two related
sets deposit and lithology.

(belfunction)
(mass value = “0.4”)

(multiitem)
(depost)water(/deposit)
(lithology)L1(/lithology)

(/multiitem)

(multiitem)
(deposit)oil(/deposit)
(1ithology)L3(/lithology)

(/multiitem)

(/mass)

(mass value = “0.6”)
(multiitem)
(deposit)gas(/deposit)
(1ithology)L2(/lithology)
(/multiitem)

(/mass)

(/belefunction)

3 Merging Uncertain Information
on Textentries with Compatible
Frames

When two mass functions are not given on
the same frame, they cannot be combined di-
rectly, rather one mass function has to be pro-
gagated to the frame holding another mass
function. This is done through compatibil-
ity mappings

Let Q7 and Q5 be two frames of discernment
and I be a mapping function T' : Q; — 222,
When the following conditions hold, € is
called a refinement of ; and €2; is called
a coarsening of (.

(1) T(¢) = Sy # 0, for all ¢ € (y;

(2) T(¢i) # T(¢5), when i # j;
(3) Useq, I'(¢) = Q.
Example 2 gives a mass function on

frame Q; = {liquid,solid} and Exam-
ple 1 gives two mass functions on Qy =
{water,0il, gas, sand, stone} where (), is a



refinement of €2, if we define the mapping
function I' as

['(liquid) = {water,0il, gas},
['(solid) = {sand, solid}.

Let €23 be a refinement of frame ©; and mq,
be a mass function on ;. Function mq, de-
fined below is a mass function on 2.

maq, (B) = mgq, (A) where B = UF(¢),V¢ €A
(1)

Equally, Let €21 be a coarsening of frame (2
with mapping function I'', and mq, be a mass
function on €2y. Function mgq, defined below
is a mass function on 2.

maq, (B) = ¥ amgq,(A) where B = U ['(¢),Vo € A
(2)
Generally, we can describe two compati-
ble relations as follows. Let €©; and €y be
two frames of discernment containing possi-
ble values to two distinct but related ques-
tions Q1 and Q2. Let I' be a mapping function
I': Q) — 22 where the mapping function I'
defines that whenever ¢! is the true answer
to question ()1 then the true answer to the
question Qo must be one of the elements in
L'(¢}) # 0, and for every ¢? € Q, there exists
at least one ¢; such that ¢? € I'(¢}). Then
frames €2 and € are said to be compatible.
Mapping T" is referred to as a compatibil-
ity mapping [5, 6]. Equally, a compatibility
mapping can be defined from Q5 to Q. A re-
finement (or coarsening) mapping is a special
case of compatibility mapping.
For instance, different deposit possess differ-
ent features such as their lithologies. The re-

lationship between deposit and lithology
can be established through a mapping I' as

I'(water) = {L1,L2}
I'(oil) = {L3,L4}
I'(gas) = {L2,L5,L6}
['(sand) = {L8,L9}
[(stone) = {L7,L8}

Let 1 and €5 be two related frames with a
compatibility mapping I'. Let mgq, be a mass
function on €. Then function mg, defined
below is a mass function on 5.

maq,(B) = Samg, (A) where B = | JT(¢),V¢ € A
(3)

All these three equations can be proved eas-
ily (e.g., [8]). We now provide the procedure

to generate a mass function from another give
two compatible frames.

Def. 7 Let the following be a belfunction-valid
uncertainty component

(belfunction)oy, .., 0'11) (/belfunction)

where
1. o} € Adi,., O'{l) is of the form
(mass value = K} )¢} (/mass)

2. 1} is of the form

(3

(massitem)¢; (/massitem)
(massitem)¢; (/massitem)

Let the frame associated with it be Q01 which has a
compatibility mapping T with another frame Q.

Let the propagated belfunction-valid component on
QQ be

(belfunction)o?,.., 03 (/belfunction)

where each o € {of,.,07} is of the form
(mass value = k3 )92 (/mass) and ki = L;k} and

1. 7 is of the form
(massitem)d?(/massitem)

(massitem)¢?(/massitem)

2. {et, 02 =UT@ll =1, 2}

Def. 8 Let the abstract term T be a belfunction-
valid component on Q1. Let Q1 and Qs be two
compatible frames, and X be a logical variable.
If the Prolog predicate Propagate(r, X) succeeds,
then X is ground to the abstract term 7' that de-
notes the propagated belfunction-valid component
on Qy obtained by Definition 7.

The predicate defined above can be used to
generate an XML document from the first
XML document in Example 2 as below.

(belfunction)

(mass value = “0.2”)
(massitem)water(/massitem)
(massitem)oil(/massitem)
(massitem)gas(/massitem)

(/mass)

(mass value = “0.8”)
(massitem)sand(/massitem)
(massitem)stone(/massitem)

(/mass)

(/belfunction)



4 Merging Uncertain Information
on Subtrees

To merge uncertain components on subtrees,
we need to look at projection and exten-
sion operations in DS theory [9].

Def. 9 Let V. = {ri,ra,...,mn} be r variables
each of which has a set of values or configurations
represented by its associated frame of discernment
in set S = {Q,Q,...,0,}. Let V, CV and
Vg CV be two subsets of variables where V,, C Vg,
and let 0, = ®;Q; and Qp = ®;Q; be two joint
frames for them. Let Q C €, be a set of con-
figurations of V,. Then, the projection of () to
V,, denoted by Q*» is a set of configurations for
Vp. On the other hand, let H be a subset of (1,
then the extension of P to (), denoted by H'"a
is H ® Qy,\v, which is a set of configurations for
variable set V.

Let V, € V and V; C V be two subsets of
variables where () # V,, C V. Let m be a
mass function on {2y, for the joint variable
V4, then the marginal of m on Qy, for the

joint variable V},, denoted by m*? is a mass
function on €y, defined by

m*% (H) = Sncay, {m(G)|G € Qv,, G = H)

Equally, if m is a mass function on Qy, for
the joint variable V,, then the marginal of m
on Qy, for the joint variable V,, denoted by

m™Ve is a mass function on Qy, defined by
m™Y4(G) = Sacay, (m(H)|H C Qy,, H = G}

Example 4 Assume that {r1,r2,r3,74} are four
variables taking values from frames of discern-
ment Q;, i = 1,2,3,4 respectively, where
0 = {w11,w12}, 2 = {w21,w22,w23}, Q3 =
{ws1,wsz,wss}, and Qg = {wy,wa2,ws3,waa}. Let
Vo = {r1,r2} and V; = {r1,ra,r3} be two sub-
set of variables and Q = {< wir,war,ws >,
< wia, w23, w31 >} be a set of configurations for
Vg, then Q¥ = {< wig, w1 >, < wis,was >} is
a set of configurations for V,. On the other hand,
given a set of configurations H = {< wy1,wa1 >, <
wi2,w23 >} for V,, the extension of it to variable
set V, would be

QI = HTVQ = {<
< Wi2,W2s,Wws1 >, <

< Wi2,W23,Ws2 >, <
< wi2, w23, w3z >}

W11, W21,wWs1 >,
W11, wW21,Ws32 >,
>

W11, W21,Ws3 >

Based on the above discussion, we can pro-
vide two procedures (similar to Def. 7) that

implement both projection and extension
operations and then to define two correspond-
ing predicates for them. Due to the limit of
space, we only provide predicate projection
here and use an example to show the result of
using it. Details on projection and extension
procedures can be found in [2].

Def. 10 Let the abstract term T be a subtree-
belfunction-valid component on a subtree with
variable set Vy. Let V, be a subset of V, and
X be a logical variable. If the Prolog query
Projection(r,V,, X) succeeds, then X is ground
to the abstract term 7' that denotes the propagated
subtree-belfunction-valid component on a subtree
with variable set V,,.

Example 5 Let 7 denote the  subtree-
belfunction-valid uncertain component
i Erample 3. Using the predicate
Projection(r,{deposit}, X) we obtain a

new subtree-belfunction-valid component as

(deposit)
(belfunction)
(mass value = “0.4”)
(massitem)water(/massitem)
(massitem)oil(/massitem)

(/mass)

(mass value = “0.6”)
(massitem)gas(/massitem)

(/mass)

(/belfunction)
(/deposit)

Since there is only one variable to project on
when using this predicate, a subtree structure
is reduced to a belfunction-valid component
on a textentry deposit.

5 Conclusion

In this paper, we discussed a method to model
and merge mass functions assigned to texten-
tries with different levels of granularity and
to subtrees in semi-structured information in
the form of XML documents. We use such
XML documents to represent structured sci-
entific knowledge (SSK) to provide summar-
itive or evaluative information, so that users
can avoid being overwhelmed by the details
implied in the data source. Having informa-
tion in the form of SSK reports has allowed
us to define Prolog predicates that can merge
the uncertain information.



(city)
(Dist)
(Val Prob = “0.7”)London(/Val)
(outlook)
(Dist type = “mutually — exclusive”)
(Val Prob = “0.1”)sunny(/Val)
(Val Prob = “0.7”)rain(/Val)
(/Dist)
(/outlook)

(/Val)

(Val Prob = “0.4”)Greater London(/Val)
(outlook)
(Dist type = “mutually — exclusive”)
(Val Prob = “0.2”)sunny(/Val)
(Val Prob = “0.6”)rain(/Val)
(/Dist)
(/outlook)

(/Val)
(/Dist)
(/city)

Figure 1: An XML report using the frame-
work in ProTDB [7].

Because the main focus of the paper is on how
to integrate DS theory and its developments
into XML structure and how to merge XML
documents that involving uncertainties in the
format of mass functions, we did not include
research results that justify the propagations
and combinations of mass functions reported
in the paper. These results can be found in
relevant publications. Instead, we emphasized
on how such information when encoded into
XML structure, can be merged and how this
procedure can be formally described in logical
terminologies and then be executed as Prolog
predicates.

In [7], a probabilistic XML model was pre-
sented to deal with information with uncer-
tainty that was in the form of probabilities.
Using this model, we can construct an XML
report as in Figure 1. Two types of proba-
bility assignments are distinguished, mutually
exclusive or not mutually exclusive. For the
first type, probabilities are assigned to single
atoms where only one of these atoms can be
true, and the total sum of probability values
is less than or equal to 1 (as for (outlook)).
For the second type, two single atoms can be
compatible, so the total sum of probabilities
can be greater than 1 (as for (city)). This
model allows probabilities to be assigned to

multiple granularities. When this occurs, the
probability of an element is true is conditioned
upon the existence of its parent (with or with-
out probability), and so on until up to the root
of the tree.

The main advantage of this model is its abil-
ity to calculate the impact of uncertainty on
different levels of an XML document in the
form of conditional probabilities. However, it
does not merge multiple probabilistic XML
on the same issue. On the contrary, our
uncertainty XML model focuses on multiple
XML datasets and provides a set of means
to propagate and merge opinions with uncer-
tainty form different sources. Therefore, our
research is complementary to that in [7]. We
will discuss how to consider the impact of un-
certainty of a parent tag on its child tags in a
future paper.
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