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Abstract

In this paper, we investigate the relationship be-
tween two prioritized knowledge bases by measur-
ing both the conflict and the agreement between
them. First of all, a quantity of conflict and two
guantities of agreement are defined. The former is
shown to be a generalization of the Dalal distance.
The latter are, respectively, a quantity of strong
agreement which measures the amount of infor-
mation on which two belief bases “totally” agree,
and a quantity of weak agreement which measures
the amount of information that is believed by one
source but is unknown to the other. All three quan-
tity measures are based on theighted prime im-
plicant, which represents beliefs in a prioritized be-
lief base. We then define a degree of conflict and
two degrees of agreement based on our quantity of
conflict and the quantities of agreement. We also
consider the impact of these measures on belief
merging and information source ordering.

1 Introduction
In the belief revision and belief merging literature, thellwe

tionships between two agents, not only information in con-
flict, but also information in agreement should be considere
The quantities of conflict and agreement can affect eachr.othe
Considering two agents with low quantity of conflict between
them, our perception of the degree of conflict between them
will be further weakened if they have a lot in common. Fur-
thermore, when two agents have no information in conflict, it
is useful to consider the agreement between them.

We use two quantities of agreement; one is called the quan-
tity of strong agreement which measures the information tha
both agents “totally” agree with, and the other is called the
quantity of weak agreement which measures the information
that is believed by one source butusknownto the other.
Both quantities will influence the degree of conflict, butithe
influences are different. Intuitively, the quantity of stgp
agreement will have more influence on the degree of conflict
than the quantity of weak agreement. To illustrate, let urs co
sider the following three knowledge baseB; = {¢,v},

By = {-¢,¢}, andBs = {-¢}. Bj is in conflict with
both B, and B;. B; and By strongly agree on), whilst

B; only weakly agrees withB; on . Clearly the degree

of conflict betweenB; and B; should be smaller than that
betweenB; and B3 because there is a topic that bd#h and

B, agree opon. However, when defining the degree of con-

known Dalal distance known as the Hamming distance beflict [Hunter, 2004, Hunter did not distinguish the influences
tween interpretationfDalal, 1988, plays a key role in the Of Strong agreement and weak agreement. To accompany the
notion of minimal change. The Dalal distance between twdegree of conflict, we can define a degree of strong agreement
interpretations models how many atoms are in conflict, so i@nd @ degree of weak agreement.
measures only the quantity of conflict between them. Hunter In this paper, we will measure the conflict and agreement
has defined a degree of conflict between two knowledge bas&stween twoprioritized knowledge bases, where the pri-
based on the Dalal distanfidunter, 2004. ority of a formula, based on necessity degrees, is handled
In recent years, relationships between two knowledgén possibilistic logic. It is well-known that priority play
bases have been defined by measures of information and cod? important role in inconsistency handling, belief remisi
tradiction. In[Koniecznyet al, 2003, a degree of contra- and belief mergingGardenfors, 1988; Konieczny & Ramon,
diction and a degree of ignorance were defined and they cak998; Benferhaet al, 2004. Possibilistic logic provides a
be used to order the sources of information. If a knowledge&good framework for expressing priority. We first define the
base has a high degree of contradiction and a low degree #feighted prime implicarWPI), which is a generalization of
ignorance, then it has a low order. [Hunter, 2002, some the regulamprime implicantto possibilistic logic. Then, the
compromise relations between two knowledge bases were dgeasures of conflict and agreement will be defined by WPIs.
fined according to the quantities of conflict information and This paper is organized as follows. Section 2 gives some
total information in them. preliminaries. We then define the weighted prime implicant
In all the relationships described above, the quantity ofand measures of conflict and agreement in Section 3. Sec-
conflict information between two knowledge bases was fotion 4 discusses the impact of the measures of conflict and
cused upon. However, in reality, when establishing the relaagreement. Finally we conclude the paper in Section 5.



2 Preliminaries Prime implicants are often used in knowledge compilation
[Cadoli & Donini, 1997 to make the deduction tractable.
SupposeD;, ..., Dy are all the prime implicants of B, we
haveBl-¢, for any ¢ iff for every prime implicantD;, D;F¢.
Now we define weighted prime implicants of a PKB. Let
us first define weighted prime implicants for PKB =
{(¢1,a1), .., (¢n,a,)} Where ¢, are clauses. For a more
. ; ; . i . eneral PKB, we can decompose it to an equivalent PKB
atoms inPS. Aliteralis an atonp or its negation-p. We will \g/]vhose formulae are clauses gy the min-decoqmposability of

denote literals by, l;,.. and formulae inCpg by ¢, v, ~,... . : } > . >
For each formula, we useM (¢) to denote its set of models. nefsf sgy rr;eas{u(;is,alf\f,(m(:(;,k%))_}mt;:ewg ]\g}?g _vcrrl{ere

A classical knowledge baseiB a finite set of propositional 4 are clauses. A weighted implicant 8 is D —
formulae. B is consistent iff there exists an interpretation {(1,b1), .., (r be)}, @ PKB, such thaD +, B, where

such thatw(¢) = true for all g€ B. A clauseC is adisjunc- ; / i .
X ) o . ; are literals. LetD and D’ be two weighted implicants of
tion of literals: C = [, V...Vvl,, and its dual clause, derm D, B, D is said to be morepecificthan D' iff D+£D’, D'*C D*

is aconjunctionof literals: D = I A...Al,. andv(. a)eD. (. b e D' with b <a.
Possibilistic Logic[Dubois et al., 1994: Possibilistic logic (i, @) €D, (s, bs) € D" with bi<a;.

is a weighted logic where each classical logic formulaisass Definition 4 Let B = {(¢1,a1), ..., (¢n,an)} be a PKB
ciated with a number if0, 1], a necessity degree, which rep- whereg; are clauses. A weighted prime implicai¥/1) of
resents the extent to which the formula is true. A posstilis B is D such that

knowledge baseRKB) is the set of possibilistic formulae of 1. pis a weighted implicant oB8

the formB = {(¢:, ;) : i = 1,...,n}. Possibilistic formula . .
(¢i, ;) means that the necessity degreeois at least equal 2. AD"of B such thatD is more specific thab".

to ;. A classical knowledge base = {¢; : i = 1,...,n} .

corresponds (0 a PKB' — {(¢5.1) : i = 1,....n}. In this WIIS(IESI us look at an example to illustrate how to construct

paper, we consider only PKBs where every formilés a ’

classical propositional formula. The classical base asgmt Example 1 Let B = {(p,0.8), (¢vr,0.5), (g V —s,0.6)} be

with B is denoted as3*, namelyB* = {¢;|(¢;, a;) € B}. @ PKB. The WPIs of B areD; = {(p,0.8),(¢,0.6)},

A PKB is consistent iff its classical base is consistent. Dy = {(p,08),(r,0.5),(-s,0.6)}, and D3 =
Semantically, the most basic and important notiopas-  {(P;0-8), (¢,0.5), (=s,0.6)}.

sibility distribution 7: Q@ — [0,1]. =(w) represents the The WPI generalizes the prime implicant.

possibility degree of interpretatian with available beliefs. o -

From possibility distributionr, two measures can be deter- Proposition 1 Let B = {(¢1,1), ., (¢n, 1)} be a PKB

mined, one is the possibility degree of formuladefined as which contains formulae With weight 1, i..eB, is_ a cla.ssi-
T(¢) = maz{r(w) : w = o}, the other is the necessity cal knowledge base. Thdn is a WPI of B iff D is a prime

Classical logic: In this paper, we consider a propositional
language’ ps from a finite setP.S of propositional symbols.
The classical consequence relation is denoted & inter-
pretation is a total function fron®S to {true, false}. Qis
the set of all possible interpretations. An interpretatiors

a model of a formulap iff w(¢) = true. p,q,r,... represent

degree of formulap, defined asV(¢) = 1 — II(—¢). The implicant OfB'_ ) _ .

possibility measure is max-decomposable, [E® V ) = However, given PKBB, if D is a WPI of B, thenD* is

maz(T1(3), TI(+)). Whilst the necessity measure is min- Not necessarily a prime implicant &*. A counterexample

decomposable, i.6V (¢ A 1) = min(N(¢), TI(1)). can be found in Example 1, whei@; is a WPI, butD3 =
{p,q,—s} is not a prime implicant of3*.

Definition 1 [Dubois et al, 1994 Let B be a PKB, The following proposition says that WPIs can be used to

and a« € [0,1]. The a-cut of B is B>, =  compile a PKB.

* >al. "
{9€B7|(¢,a)€B and a>a} Proposition 2 Let B be a PKB. IfD4,...,.D,, are all the WPIs
Definition 2 [Duboiset al, 1994 Let B be a PKB. A for-  of B, then for any formula, we have,
mula ¢ is said to be gossibilistic consequenad B to de- .
gree a, denoted byBF, (¢, a), iff the following conditions Bbr(¢,a) if f Ditx(¢,a), forall D;.

hold: (1) B>, is consistent; (2B>4-¢; (3) Vo>a, B>y i ¢. Next we give some justification for the WPI.
First of all, to measure information in a single classical
3 Measures of Conflicts and Agreements knowledge base (this knowledge base may be inconsistent),
) ) ) ) most of the current methods are based onnttoelelsof the
3.1 Weighted prime implicant knowledge basfHunter, 2002; Lozinskii, 1994 In [Hunter,
In this section, we will define and discuss weighted prime2003, the degree of inconsistency is measured based on the
implicants of PKBs. modelof an inconsistent knowledge base in the framework
Aterm D is an implicant of formula iff DF¢ andD does  ©f quasi-classical logic. lfLozinskii, 1994, aquasi-model
not contain two complementary literals. of an inconsistent knowledge base, which is a maximal con-

sistent subbase of the knowledge base, is defined to mea-
Definition 3 [Cadoli & Donini, 1997 A prime implicantof  sure information for inconsistent sets. By Definition 4,keac
knowledge base B is an implicant D of B such that for everyW/PI can be interpreted as a partial truth assignment. Sup-
other implicantD’ of B, D/D’. posep is an atom andD is a WPI, then(p,a)eD means



that there is an argument farin D with certainty degree
a, and(—p, b)e D means that there is an argument agajnst
in D with certainty degred, while ¢¢D* means the truth
value of ¢ is undetermined irD. By Proposition 2, a WPI
can be viewed aspartial modelof a possibilistic knowledge
base. This is consistent with the methodgHtunter, 2002;
Lozinskii, 1994.

Second, when all the formulae in a PKB have the sam?henQC(m

weight 1, a WPI is a prime implicant. In classical logic, a

WPIs of By are C; = {(-p,0.8),(—¢,0.6)} and Cy
{(-p,0.8),(r,0.6)}, and the WPIs ofBy are D,
{(p,0.7),(¢,0.5)} and Dy = {(—r,0.7), (¢,0.5)}. It is easy
to calculate thatqcon(C1, D1) = 1.2, qcon(C1, D2)
0.5, qcon(Ca, D1) = 0.7, qcon(Ca, D3) = 0.6. Therefore,
the quantity of conflict betwedB, and B; is 0.5.

Proposition 3 Let B, B; and Bs be three PKBs. 1B, CBs,
(Ba Bl) SQCOH(Bv BZ)

classical model is often used to define the distance betwednroPosition 3 tells us that the quantity of conflict betweea t

two knowledge basd®alal, 1988. However, classical mod-

PKBs will increase (not strictly) when one of them has some

els are not suitable for us to define the quantities of agraeme NéW information added.

between knowledge bases because a classical model must

sign a truth value to every atom in the knowledge bases. Lek

asLet X be a set of classical propositional formulae. Let
?X ) be the set of interpretations of delineated by the

us look at the example in the introduction again. The onlyatoms used inY (i.e. I(X) = 24%m+(X), where Atom(X)
model for B is w = {¢,} and there are two models for denotes the set of atoms appearingXi). Let M(X,Y)

Bs, i.e.,w1 = {ﬁgﬁ,w} andw2 = {_\(b, _‘1/)} By andB3
weakly agree on) because onlyB; supportsy. However,
by comparingw with w; or comparingw with w, we cannot

be the set ofmodels of X that are inI(Y). That is,
M(X,Y) ={wEAX|wel(Y)}. The Dalal distancEDalal,
1984 between two models;, w; of a classical formula is

get such a conclusion. In contrast, a prime implicant can béhe Hamming distance between them, ialal(w;, w;) =

viewed as gartial truth assignment. That is, only some of

|wi —w;| + |w; — w.

the atoms are assigned truth values. Given a prime implicarRroposition 4 Let B; and B, be two consistent clas-

D of B, a three-value semantics can be associated with it asical knowledge bases.

follows:

true if DFp,
vp(p) = false if D F —p, Q)
undetermined otherwise.

In the example,B; has one prime implicanb; = {¢, ¢}
andBj; has one prime implicanb, = {—¢}, whereD, does
not contain any information oi; so the quantity of weak
agreement betweeR; and D, is 1. As a consequence, the
weak agreement betwedéh andBjs is 1, which is consistent
with our analysis above.

3.2 Quantity of conflict and quantities of
agreement

In this section, we will measure the quantities of confliad an
agreement between two PKBs based on the WPI.

First we define the quantity of conflict between two WPIs.
Definition 5 Let B; and B, be two PKBs. Supposé and
D are WPIs ofB; and B, respectively, then thquantity of
conflict betweerC' and D is defined as

qc’on(C?D) = Z

(p,a)€C and (—p,b)eD

(@)

min(a,b).

When all the weights are 4, (C, D) is the cardinality of
the set of atoms which are in conflictdiuD.

Definition 6 Let B; and By be two PKBs. Suppoggand
D are the sets of WPIs dB; and B, respectively, then the
guantity of conflict betwee3; andBs is defined as

Qcon(B1, B2) = min{qcon(C, D)|CeC, DeD}. (3)

The quantity of conflict betwee3; and B, measures the
minimum amount of information in conflict between them.

Example 2 Let B; {(-p,0.8),(—¢ VvV r,0.6)} and
B, {(p v —r,0.7),(¢,0.5)} be two PKBs. The

Lebalal (Bi, Bs) min
{Dalal(wi, wj)|wi€M(Bl, BlUB2), wJ‘EM(BQ, BlL_JBQ)}.
Then we have

QCOn(Blv BQ) == Dalal(Bla BQ)
Proposition 4 is very important, because it reveals that our
quantity of conflict coincides with the Dalal distance insla
sical logic. Therefore, the quantity of confli@c,,, (B1, B2)
can be taken as a generalization of the Dalal distance.
Definition 7 Let B; and B, be two PKBs. Suppogé and

D are WPIs ofB; and B, respectively, then thquantity of
strong agreement betweéhand D is defined as

gsa(C, D) = >

(p,a)eC, (p,b)eD

When all the weights are 4., (C, D) is the cardinality of

the set of literals that are in botfiand D.

Definition 8 Let B; and B, be two PKBs. Supposgand

D are the sets of WPIs dB; and B, respectively, then the

quantity of strong agreement betweBn and B- is defined

as

Qsa(B1, Bs) = mazx{qsa(C,D)|CeC, DeD}.  (5)
The quantity of strong agreement betweeénand B, mea-
sures how much information is supported by bBthand Bs.

Example 3 (Continue Example 2) By Equation 4, we have
qs54(C1, D1) q54(C1,D2) = 0 and gs4(Cz, D)
qsa(Cs2, D2) = 0. Therefore, the quantity of strong agree-
ment betwee; and By is Qs (B, Bz) = 0.

Definition 9 Let B; and B, be two PKBs. Suppogé and
D are WPIs ofB; and B, respectively, then thquantity of
weak agreement betweéhand D is defined as

qwa(C, D) = >

(pi,a:;)ECUD,p; ZC*ND* and —p; ZC*UD*

(4)

min(a,b),

Qj.

(6)



When all the weights are 4, (C, D) is the cardinality of quantity of conflict betweerB; and B, is also 1, but with
the set of literals which are in only one 6for D. Dsa(Bi,B2) = 0 and Dy 4(By, B2) = 2, the degree of

Definition 10 Let B, and B, be two PBKs. Suppos®and conflict betweenB; and Bs should be higher than that be-

D are the sets of WPIs a8, and B, respectively, then the tweenB; and B;. However, by Equation 8C(B1, Bs) =

. : : C(Bj, B2) = 1/3. This is not reasonable.
quantity of weak agreement betweBi and B, is defined as We propose the following revised definition of the degree

Qw a(B1, B2) = max{qwa(C,D)|CeC, DeD}. (7)  of conflict.

The quantity of weak agreement betweBp and B, mea-  Definition 12 Let B; and B be two PKBs. Le€ and D be
sures the information supported by only one knowledge bas#/Pls of B; and B, respectively.Atomq(C, D) denotes the
andunknownto the other. cardinality of the set of atoms which are in conflictGtuD.
Example 4 (Continue Example 2) By Equation 6, we Then thedegree of conflict betweefi and D is defined as

haVe(QWA(C)'1,D1) = 0.(QWA(C;1,D2) = 1r.]5. and doun(C. D) 4con(C, D)
qwa(Ca, D) = 1.1, qwa(Cs,Dy) = 1.3. Therefore, con(C, D) = )
the quantity of weak agreement betweBa and B, is Atomc (C, D) + ¢s4(C, D) + Aaw a(C, lg))))

Qwa(B1, By) = 1. where) € (0,1] is used to weaken the influence of the quan-
The functionQw 4 is not monotonic with regard to the sub- tity of weak agreement on the degree of conflict. In the fol-

set relation, as shown below lowing, we always assume that= 0.5, that is, the quantity

Example 5 Let By = {(p,1)} and B, = {(¢,1)}, then of weak agreement only has “half” as much the influence on

Qwa(By, Bs) = 2. However, the quantity of weak agree- the degree of conflict as the quantity of strong agreement.

ment between3; = {(p,1),(p — —¢,1)} and Bz IS pefinition 13 Let B; and B, be two PKBs. Suppogtand

Qwa(Bz, B3) = 1, whereB, CB3. D are the sets of WPIs dB; and B, respectively, then the
Based on the quantity of conflict and quantities of agree-degree of conflict betweeR; and B, is defined as

ment, we can define the following relationships between two

knowledge baseB; andB; as Dcon(Bi, Be) = min{dcen(C, D)|CEC, DD} (10)
e B; and B, are said to betotally in conflict The advantage of our degree of conflict can be seen from
iff Qc(B1,B2) > 0 and Qsa(B1,B2) =  the following example.

Qwa(B1, B2) = 0. . .
( ) Example 6 Let us consider a dialogue between three peo-

* By andB; aretotally in agreementff Qcon(B1, Bz) = ple John, Mary, and Gary. They are discussing “whether
Qwa(B1, B2) = 0 andQs (B, Bz) > 0. Italy is the best football team in the worldg) and “whether
e B; and B, arepartially in conflictiff Qcon(B1,B2) >  the best forwards are in Brazil’¢). John says “I think
0andQsa(B1, B2) + Qwa(B1, Ba) > 0. Italy is the best football team in the world and the best
i forwards are in Brazil”, Mary says “No, | think France is
3.3 Degree of conflict and degrees of agreement the best team, but | agree with you that the best forwards
In this subsection, we will define a degree of conflict and twoare in Brazil”, and Gary says “No, | think France is the
degrees of agreement between two PKBs. The degree of cobest team”. So the knowledge bases dwhn = {p,q},
flict measures the extent to which two knowledge bases are iMary = {-p, ¢} and Gary = {-p}. By Equation 8, we
conflict. It was first introduced ifHunter, 2004 to measure  haveC(John, Mary) = C(John,Gary) = 1/2. This is
the believability of arguments. not reasonable, because John and Mary agree;othe de-
Definition 11 Let B; and B, be two self-consistent knowl- gree of _conflict between them should be less than the degree
edge bases, andalal(B,, B) be the Dalal distance be- of conflict between John and Gary. In contrast, we have

tweenB; and B,. Thedegree of conflict betweeB; and chot’}”kMﬂjl\Zy) = 1/12) ar}thccg(JOhn,Gary) = 2/3,
B,, denoted a€’ (B, B,), is defined as follows: 0D (John, Mary) < Dc(John, Gary).

Dalal(By, By) Proposition 5 Let B;, Bs be two classical knowledge bases.
C(By,By) = — b 22 (8)  SupposeC(Bi, Ba) and Do (B1, Bs) are the degrees of
loga(|1(B1UBs)| conflict defined by Definition 11 and Definition 13 respec-

Although this definition gives a method to measure the defively. ThenC(By, B2)>Dcon(B1, Ba).
gree of conflict, it can sometimes overestimate the degree of Similarly, we can define the degree of strong agreement.
conflict between two knowledge bases, because it doesa't digye holq that the influence of the quantity of conflict on the

tinguish the influences of strong agreement and weak agreggree of strong agreement is more than that of the quantity
ment. For example, let us consider two pairs of knowl-¢\veak agreement.

edge base$B, B2) and (B}, B2), whereB; = {p,q,r},
By = {-p,q,r} and B = {p}. Although the quantity of Definition 14 Let B, and B, be two PKBs. Le€ and D be
conflict betweenB; and B is 1, the quantity of strongly WRPIs ofB; and B, respectivelyAtomg 4 (C, D) denotes the
agreement between them is 2. This me&ijsand B, have  cardinality of the set of atoms which are included in b6th
more in agreement than in conflict. In contrast, although theand D. Then thedegree of strong agreement betwéeand



D is defined as 4 Impact of Measures of Conflict and
d54(C. D) = qs54(C, D) Agreement
sA Atomsa(C, D) + qcon(C, D) + Aawa(C,D)” 4.1 Choice of combination operators

. . Many operators have been proposed for merging PKBs.
\t/_\f{her]?A < &0’ 1]is use? to \;\r/]eagen the 'Pﬂueﬁ.cf c');the Igu‘f”}n.'Given two PKBsB; andB; with possibility distributionsr gz,
Ity of weak agreemert on the degree of conflict. AS InLelNlmng 7. respectively, the semantic results of their combina-
tion 12, we usually taka = 0.5. tion by a T-norm¢én and a T-conornat are
Definition 15 Let B; and By be two PKBs. Supposkand _
D are the sets of weighted prime implicants®f and B Yw, Tin(w) = tn(rp, (W), 7B, (W), (15)

respectively, then the degree of strong agreement betigen Vw, met(w) = ct(rp, (W), 7B, (W)). (16)

and B; is defined as The syntactic results associated wit}), andr.; are respec-
Dsa(B1, By) = maz{dss(C,D)|CeC, DeD}. (12) tively the following PKBs[Benferhatet al, 2002:

Examp|e7 Let B; = {(p,OS),(q \/7“,0.4),(19 — 8,05)} By, = B; UBQU{(QSZ \/LZJ]‘, ct(ai,b’j))\(aﬁi, O[i) € By

and B, = {(p v -r,0.8),(g,0.6),(—s,0.7)}.  The and (1, B;) € By}, (17)

WPIs of B; are C; = {(p,0.8),(¢,0.4),(s,0.5)} and

Cy = {(p,0.8),(r,04), (s,0.5)}, and the WPIs of By = {(¢:i Vi, tn(ai, 8;))|(¢i, i) € By

By, are D1 = {(p,0.8), (q,O.ﬁ),(—!S,O.7)} and Dy, = and (w /8) c BZ} (18)

{(=r,0.8),(q,0.6), (=s,0.7)}. Sodsa(Cy,D1) = 0.48, _ 7 o

dsa(C1, D3) = 0.17, dsa(Cs, D) = 0.4, dsa(Co, Dy) =  Ifwerequire that the result of the combination be a constste

0. Therefore Dg 4 (B, By) = 0.48. knowledge base, then the T-norm based operator cannot be

. sed when there is a conflict betwe®&) and By. In this
eameo ?heegrrees of conflict and strong agreement are related tbase, we can only use a T-conorm based operator.

. . Typical T-norm operators are the minimum operator, the
Proposition 6 Let B, and B, be two PKBs. Then their de- product operator and theukasiewicz T-nornitny for short)
gree of conflict and degree of strong agreement cannot B¢, (0, + b — 1)). The duality relation respectively yields
greater than 0.5 at the same time, i.e.[#.o,(B1,B2) > the following T-conorm: the maximum operator, theba-

0.5, thenDsa(Bi, B2)<0.5. bilistic sum(ct,, for short) @ +b— ab), and thebounded sum
We can also define the degree of weak agreement. (ctps for short) gnin(1,a + b)).
Definition 16 Let B, and B be two PKBs. Le€ and D be Although some criteria to choose between merging opera-

WPIs of B, and B, respectively. Atomy 4 (C, D) denotes ~ tOrS have been given i{Benferhatet al, 1997; 200, these
the cardinality of the set of atoms which are included in onlyCritéria are not enough. _
one ofC and D but not both. Then thdegree of weak agree-  SUPpose two PKB#, and B, are consistent, then the de-

ment betweerd and D is defined as gree of conflict between them must be 0 and at least one of the
cD degrees of agreement is greater than 0. If the degree ofystron
dw 4(C, D) = awa(C, D) agreement betweeB; andB; is very high, thenB; and B

Atomw A(C, D) + qcon(C, D) + ¢sa(C, D)’ share beliefs on most of the topics. In this case, it is athésa
to combine them using an operator with highginforcement
In Definition 16, the quantity of conflict and quantity of effect, for example, thd.ukasiewicz t-normmax(0,a+b-1).
strong agreement have the same influence on the degree ldbwever, if the degree of strong agreement betwBerand
weak agreement. When both and B are classical knowl- B is low and the degree of weak agreement between them is

edge bases, we havgy 4(C, D) = %‘gfﬁ;’iﬁ- very high, itis advisable to combine them using the minimum
e operator which does not have aminforcementffect.
Definition 17 Let B; and By be two PKBs. Supposeand SupposeB; and B, are in conflict, we usually use a T-

D are the sets of WPIs dB, and B, respectively, then the conorm to combine them. When the degree of conflict be-
degree of weak agreement betwdgnand B; is defined as tweenB; and B, is very high, thenB; and B, have mostly

Dw (B, B2) = maz{dwa(C,D)|CeC, DeD}. (14) different beliefs and we can choose the “bounded sum” oper-
; - ator which has a higleounteracteffect. On the other hand,
E;Vir?gle gl()c ingn:ijvelz/fz(gin%(;)7)280¥5D5e2$1()(r521Gb\iv)e:have if the degree of conflict betweeR; and B, is very low, we
0.3, dWA’(C27 Ds) — 0.48. So the degreé of Weak7agreementcan choose the maximum which does not havecamnteract

; effect.
betwee.n.Bl andB; is 0.55. o More formally, we have the following criteria to choose
Proposition 7 Let B; and B; be two possibilistic knowledge petween merging operators.
bases. Ity 4 (B1, Bz) > 0.5, thendcon (B1, B2) <0.5and  \erging operators selection criterion: Let &, and @ be
dsa(Bi, Bz) <0.5. two operators applied to mergé and B, andC and D re-
Proposition 7 shows that if the degree of weak agreement bespectively, then for alk, b€[0, 1],
tween two knowledge bases is large, i.e., greater than 0.81) ®1(a,b)< @3 (a,b) if 0 < Deon(4A, B) < Dcon(C, D)
then both the degree of conflict and degree of strong agred2) ®1(a,b)> @2 (a,b) if Deon(4,B) = 0 and
ment between them should be small, i.e., less than 0.5. Dsa(A,B) < Dsa(C, D).



Example 9 Let By = {(p,0.6),(¢ vV —r,0.7),(s5,0.6)} 2004 that the computation of the set of prime implicants of

and B, = {(p,0.5),(¢,0.4), (s,0.4)}, where a formula represented byonjunctive normal fornmis N P-
Deon(B1,B2) = 0 and Dga(B1,B2) = 043. complete using a transformation algorithm [Bittencourtet
The merging operator here should be therod- al., 2003. Given a PKBB = {(¢1,a1), ..., (¢n, an)} Where
uct operator, and the result of merging iIB = ¢; are clauses, it is expected that the computation of all the

{(p,0.6), (¢v—r,0.7), (s,0.6), (p,0.5), (q,0.4), (s,0.4), (p, WPIs of B is alsoN P-complete by generalizing the transfor-
0.8), (pVg,0.76), (pVvs,0.76), (pVqV—r,0.85), (¢v—r,0.88),  mation algorithm. This problem will be discussed in a future
(gv-rvs,0.88), (pVs,0.8), (¢Vvs,0.76), (s,0.76)}. How-  paper.

ever, if we use d.ukasiewicz t-normthe result of merging

is B = {{(p,0.6), (¢v—r,0.7),(s,0.6), (p,0.5), (g,0.4), References

(5,0.4), (p, 1), (pV, 1), (pVs, 1), (pVgV-r, 1>’,(qvﬁrv 1), [Benferhatet al, 1997 S. Benferhat, D. Dubois, and H.
(qvV=rvs, 1), (pvs, 1), (qVs, 1), (s, 1)}}. In B, the weights Prade. From semantic to syntactic approaches to infor-
of formulaep and s are reinforced to 1. However, the  mation combination in possibilistic logic. In Bouchon-
certainty degrees gf and s are not high in bothB; and Bs. Meunier, B. eds.Aggregation and Fusion of Imperfect In-

Moreover,B; and B, are not in strong agreement with each formation 141-151, 1997. Physica. Verlag.

other becausé®g 4 (B, By) = 0.43. So it is not reasonable . .
sa(B1, Ba) [Benferhatet al., 2003 S. Benferhat, D. Dubois, S. Kaci, H.

to increase the weights of and s to the highest certainty o . . .
degree 1. In contrast, if3, p and s have certainty degrees Prade. Possibilistic merging and distance-Based fusion of

of 0.8 and 0.76 respectively. Therefore the result of the PropositionalinformationAnnals of Mathematics and Ar-
product operator reflects the reinforcement Bf and B, tificial Intelligence 34(1-3): 217-252, 2002.

more accurately than that of tHaukasiewicz t-norm [Benferhat & Kaci, 200B S. Benferhat and S. Kaci. Fusion
) of possibilitic knowledge bases from a postulate point of
4.2 Ordering sources view. International Journal of Approximate Reasonjng

In this section, we define an ordering relation to compare dif  33(3): 255-285, 2003.
ferent knowledge bases based on the degree of conflict.  [Bjttencourtet al, 2004 G. Bittencourt, L. Perrussel and J.
Definition 18 Let B;, B;, B be three PKBs. A closeness re-  Marchi. A syntactical approach to revision. IRroc. of

lation < 5 with regard toB is defined as. ECAI'04, 788-792, 2004.
Bi=<p5B: iff Dogn(B;. BY<Deon (B, B [Bittencourtet al, 2003 G. Bittencourt, J. Marchi and R.S.
) 25B; if ] Deon(B;, B)<De (_ B) Padilha. A syntactical approach to satisfactionPhoc. of
Bj is closer toB than B; to B (B;=pB;) iff B; has less the 4th International Workshop on the Implementation of

guantity of conflict and more quantities of agreement with Logics 18-32, 2003.
ﬂ:f”mBi' If Bileﬁli’ :Eg%we.trr?ay V|e(\thBjB|s less problem- [Cadoli & Donini, 1997 M. Cadoli and F.M. Donini. A sur-
atic or more refiable ¢ With regard tol>. vey on knowledge compilatiorAl Communication10(3-

Example 10 Let B; = {(—p,0.8),(—¢,0.5), (-r V s,0.7)}, 4): 137-150, 1997.

By = {(=p,0.8),(7¢,0.5), (=, 1),(s,0.7)}, and B = [pgpa| 1988 M. Dalal. Investigations into a theory of
{(vg,0.8),(=s V 1, 1)}. Sinc€Dcon(Br, B) = 0.22 < knowledge base revision: Preliminary reporBroc. of
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; [Duboiset al, 1994 D. Dubois, J. Lang, and H.Prade. Pos-
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also measure their agreement in two ways. We defined th . ; ) .
qguantity of conflict and two quantities of agreement. The eling the dynamics of epistemic statbélT Press, 1988.

quantity of conflict is a generalization of the Dalal distanc [Hunter, 2002 A. Hunter. ~ Measuring inconsistency in
We then defined the degree of conflict and degrees of agree- knowledge via quasi-classical modeBroc. of AAAI'02
ment based on both the quantity of conflict and the quantities 68-73, 2002.

of agreement. We have shown that the definition of degre¢Hunter, 2003 A. Hunter. Making argumentation more be-
of conflict is more reasonable than that definedHunter, lievable. Proc. of AAAI'04 269-274, 2004.

2004. The measures of conflict and agreement can be Venynieconyet al, 2003 S. Konieczny, J. Lang, and P. Mar-
usefulin many applications, such as belief merging, argume * ¢ is " 5y antifying information and contradiction in propo-

tation and heterogeneous source integration and managemen iiqna| ogic through test action®roc. of IJCAI'03 106-
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belief revision as we have shown that the quantity of conflict[ ) . )
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