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Abstract logics, such as propositional logic and nonmonotonic legic
) ) o (Schlobach and Cornet 2003; Parsia, Sirin, and Kalyanpur
Recently, the problem of inconsistency handling in de- 2005; Huang, Harmelen, and Teije 2005).

scription logics has attracted a lot of attention. Many ap-
proaches were proposed to deal with this problem based
on existing techniques for inconsistency management.

It is well-known that priority or preference plays an im-
portant role in inconsistency handling (Baader and Hollun-

In this paper, we first define two revision operators in der; Benferhat and Baida 2004; Meyer, Lee, "_’md Booth
description logics, one is called the weakening-based 20_05_)- In (Baader and HoIIl_Jnder),_the authors introduced
revision operator and the other is its refinement. The priority to default terminological logic such that more spe
logical properties of the operators are analyzed. Based cific defaults are preferred to more general ones. When con-
on the revision operators, we then propose an algorithm flicts occur in reasoning with defaults, defaults which are
to handle inconsistency instratifieddescription logic more specific should be applied before more general ones.
knowledge base. We show that when the weakening- In (Meyer, Lee, and Booth 2005), an algorithm, calfed
based revision operator is chosen, the resulting know!- fined conjunctive maxi-adjustme(RCMA for short) was

edge base of our algorithm is semantically equivalent to N LS -
the knowledge base obtained by applyiegined con- proposed to weaken conflicting information instaatified

junctive maxi-adjustmentRCMA) which refines the DL knowledge b‘.”‘se and some con&sten} DL I_mowle_dge
disjunctive maxi-adjusment (DMA), a good strategy for bases were obtained. To We_aken a termmo_loglcal axiom,
inconsistency handling in classical logic. they introduced a DL expression, calledrdinality restric-
tions on concepts. However, to weaken an assertional ax-
iom, they simply delete it. An interesting problem is to ex-
Introduction plore other DL expressions to weakewrenflictingDL ax-
iom (both terminological and assertional).

In this paper, we first define two revision operators in de-
scription logics, one is called a weakening-based revision
operator and the other is its refinement. The revision opera-
tors are defined by introducing a DL constructor catied-
inals. The idea is that when a terminology axiom or a value

Ontologies play a crucial role for the success of the Seman-
tic Web (Berners-Lee, Hendler, and Lassila 2001). There
are many representation languages for ontologies, such as
description logics (or DLs for short) and F-logic (Staab
and Studer 2004). Recently, the problem of inconsistency

or incoherence) handling in ontologies has attracted a lot e ‘ . 7 :
( ) 9 g restriction is in conflict, we simply add explicit exceptgio

of attention and research addressing this problem has been X . S
reported in many papers (Baader and Hollunder; Baader weaken it and assume that the number of exceptions is min-
and Hollunder 1995; Parsia, Sirin, and Kalyanpur 2005: imal. Based on the revision operators, we then propose an

Haase et. al. 2005: Schlobach 2005: Schlobach and Cor- algorithm to handle inconsistency irs&atifieddescription

net 2003; Flouris, Plexousakis and Antoniou 2005; Huang, logic knovylgdge base. We show that when the weakening-
Harmelen, and Teije 2005; Meyer, Lee, and Booth 2005; based revision operator is chose;n, the res_:ultmg knowledge
Friedrich and Shchekotykhin 2005). Inconsistency can oc- base of our algqnthm IS semantlca]ly eq“"’*’%'e”t to that of
cur due to several reasons, such as modelling errors, migra- ghg RC'YIA algorithm. However, their syntactical forms are
tion or merging ontologies, and ontology evolution. Cur- erent. . . . . :
rent DL reasoners, such as RACER (Haarslev aridlév Th's paper s _organlzec_i as follows. Section 2 gives a b”e‘c
2005) and FaCT (Horrocks 1998), can detect logical incon- '€View of description logics. We then define two revision
sistency. However, they only provide lists of unsatisfiable operators in Secﬂqn 3.' The reV|S|o'n-base'd algorithm for in
classes. The process msolvinginconsistency is left to consistency handlmg_ls P_"’Pose.d in Section 4. Before con-
the user or ontology engineers. The need to improve DL clusion, we have a brief discussion on related work.
reasoners to reason with inconsistency is becoming urgent . .

to make them more applicable.Many approaches were pro- Description logics

posed to handle inconsistency in ontologies based on exist- In this section, we introduce some basic notions of Descrip-
ing techniques for inconsistency management in traditiona tion Logics (DLs), a family of well-known knowledge rep-



resentation formalisms (Baader et al. 2003). To make our
approach applicable to a family of interesting DLs, we con-
sider the well-known DLALC (Schmidt-Schauf3and Smolka
1991), which is a simple yet relatively expressive DL. Let
N¢ and Ng be pairwise disjoint and countably infinite sets
of concept nameandrole namegespectively. We use the
letters A and B for concept names, the lettdt for role
names, and the lettexs and D for concept. The set of
ALC concepts is the smallest set such that: (1) every con-
cept name is a concept; (2)Gf and D are conceptsR is a

role name, then the following expressions are also concepts
-C,CnD, CuD,VR.C and3R.C.

An interpretationZ = (AZ,-7) consists of a sef\Z,
called thedomainof Z, and a function? which maps ev-
ery concepC to a subsetC” of AZ and every roleR to a
subsetr? of AT x AT such that, for all concepts, D, role
R, the following properties are satisfied:

(1) (~C)F = AT\ C7,

(2) (cnD)t = ¢InD?t, (CuD)* = CTuD?,

(3) BR.C)* = {z|3y s.t.(z,y)eRT andycC?},

(4) (VR.C)* = {z|Vy(z,y)e R impliesyeC*}.

We introduce an extra expression of DLs callemninals
(also calledindividual namey (Schaerf 1994). A nominal
has the form{a}, wherea is an individual name. It can be
viewed as a powerful generalization of DL Abox individu-
als. The semantics dfa} is defined by{a}* = {a’} for
an interpretatiorZ. Nominals are included in many DLs,
such asSHOQ (Horrocks and Sattler 2001) ad#f<OZ Q
(Horrocks and Sattler 2005).

A general concept inclusion axiom (GCI) tarminology
is of the formC'C D, whereC' and D are two (possibly com-
plex) ALC concepts. An interpretatiofi satisfies a GCI
CCD iff CTCDZ. A finite set of GCIs is called aTbox
We can also formulate statements about individuals. We de-
note individual names as b, c. A concepf(role) assertion
axiom has the fornC(a) (R(a,b)), whereC' is a concept
description,R is a role name, and, b areindividual names
To give a semantics to Aboxes, we need to extend interpre-
tations to individual names. For each individual name’
maps it to an element? ¢ AZ. The mapping? should
satisfy theunique name assumptigiNA)?, that is, ifa and
b are distinct names, thet¥ #b*. An interpretationZ sat-
isfies a concept axion®'(a) iff aZ€C?, it satisfies a role
axiom R(a,b) iff (a®,b?)eRZ. An Aboxcontains a finite
set of concept and role axioms. A DL knowledge b&Se
consists of a Thox and an Abox, i.e. it is a set of GCIs and
assertion axioms. An interpretatidhis a modelof a DL
(Tbox or Abox) axiom iff it satisfies this axiom, and it is a
model of a DL knowledge bask if it satisfies every axiom
in K. In the following, we useM (¢) (or M(K)) to de-
note the set of models of an axiagp{or DL knowledge base
K). K is consistent iffM (K)#0. Let K be an inconsistent
DL knowledge base, a sé&f’CK is aconflictof K if K’ is
inconsistent, and any sub-knowledge b&Séc K’ is con-

In some very expressive DLs, such&#(®Q, this assump-
tion is dropped. Instead, they usequality assertionsf the form
a##b for individual names: andb, with the semantics that an inter-
pretationZ satisfiesasb iff a” #b”.

sistent. Given a DL knowledge basé and a DL axiomgp,
we say Kentails¢, denoted ad( = ¢, iff M (K)CM(¢).

Revision Operators for DLs
Definition
Belief revision is a very important topic in knowledge repre
sentation. It deals with the problem of consistently accom-
modating new information received by an existing knowl-
edge base. Recently, Flouris et al. discuss how to apply
the famous AGM theory (Gardenfors 1988) in belief revi-
sion to DLs and OWL (Flouris, Plexousakis and Antoniou
2005). However, they only evaluate the feasibility of apply
the AGM postulates for contractioim DLs. There is no ex-
plicit construction of a revision operator in their papen |
this subsection, we propose a revision operator for DLs and
provide a semantic explanation of this operator.

We need some restrictions on the knowledge base to
be revised. First, the original DL knowledge base should
be consistent. Second, we only consider inconsistencies
arising due to objects explicitly introduced in the Abox.
That is, supposek and K’ are the original knowledge
base and the newly received knowledge base respectively,
then for each conflicf{, of KUK’, K. must contain an
Abox statement. For example, we exclude the following
case: T C JR.C € KandT C VR-C € K'. The
handling of conflicting axioms in the Thox has been dis-
cussed in much work recently (Schlobach and Cornet 2003;
Parsia, Sirin, and Kalyanpur 2005). In this section, we dis-
cuss the resolution of conflicting information which contai
assertional axioms in the context of knowledge revision.

We give a method to weaken a GCI first. To weaken a
GCl, we simply add some explicit exceptions, and the num-
ber of exceptions is called the degree of the weakened GCI.

Definition1 Let CCD be a GCl. A weak-
ened GCl (CCD)year Of CCD has the form
(Crn—{ai}M...n—{a,})CD, wheren is the number of indi-
viduals to be removed frofi. We usel((CCD)year) = n
to denote the degree 6C€'C D). cqk-

It is clear that whenl((CCD)year) = 0, (CED)weak =
CCD. The idea of weakening a GCl is similar to weaken
an uncertain rule in (Benferhat and Baida 2004). That is,
when a GCI is involved in conflict, instead of dropping it
completely, we remove those individuals which cause the
conflict.

The weakening of an assertion is simpler than that of a
GCI. The weakened assertign,.,,. of an Abox assertion
¢ is of the form eitherdear = T OF Pyear = ¢. That
is, we either delete it or keep it intact. The degre@pf, .,
denoted ad(¢yeak ), is defined ad(dwear) = 1if Gwear =
T and 0 otherwise.

Next, we consider the weakening of a DL knowledge
base.

Definition 2 Let K and K’ be two consistent DL knowledge
bases. SupposBUK’ is inconsistent. A DL knowledge
base K, cqr, k' IS a weakened knowledge basefofw.r.t
K’ if it satisfies:

o Kyeuk,x U K'is consistent, and



e There is a bijectionf from K to Keqr, i+ Such that for
eachge K, f(¢) is a weakening ob.

The set of all weakened base §fw.r.t K’ is denoted by
WeakK/ (K)

In Definition 2, the first condition requires that the wealane
base should be consistent wiftY. The second condition
says that each element i,,cqx, i IS Uuniguely weakened
from an element irk.

Example 1 Let K {bird(tweety), birdC flies}
and K’ {—flies(tweety)}, where bird and
flies are two concepts andtweety is an indi-
vidual name. It is easy to check thak U K’
is inconsistent. Let K’ {T,birdC flies},
K" {bird(tweety), bird—{tweety }C flies}, then
both K’ and K" are weakened bases &f w.r.t K'.

Definition 5 Letw be a pre-interpretation € I™, ¢ a DL

axiom, andK a multi-set of DL axioms. If is an assertion,
the number ofr-exceptions?(7) is 0 if Z satisfiesp and 1

otherwise. Ifg is a GCI of the formCCD, the number of
¢-exceptions fof is:

@

o _ | [CEN(=D?)| if CTN(=D?) is finite
e?(7) = .
9 otherwise.

The number of(-exceptions fof is e® (7) = Sycxe?(T).
The ordering=7- onI™ is: Z <7 7' iff & (7)< (Z").

We give a proposition to show that our weakening-based
revision operator captures some kind of minimal change.

Proposition 1 Let K be a consistent DL knowledge base.
K’ is a newly received DL knowledge base. Lkebe the

The degree of a weakened base is defined as the sum ofclass of all pre-interpretationso,, is the weakening-based

the degrees of its elements.

Definition 3 Let K eqr k- be a weakened base of a DL
knowledge basé w.r.t K’. The degree of{,..x is de-
fined as

d(Kweak, k') = Xpek .0 AP)

In Example 1, we havé(K') = d(K") = 1.

We now define a revision operator.
Definition 4 Let K be a consistent DL knowledge base.
K' is a newly received DL knowledge base. The result
of weakening-based revision & w.r.t K’, denoted as
Ko, K’,is defined as

Ko, K' {K'UK; : K;eWeaky/ (K), and A

K;eWeakk (K), d(K;) < d(K;)}.
The result of revision o by K’ is a set of DL knowledge
bases, each of which is the union/gf and a weakened base
of K with the minimal degreeKo,, K’ is adisjunctive DL
knowledge bagedefined in (Meyer, Lee, and Booth 2005).

We now consider the semantic aspect of our revision op-
erator.

In (Meyer, Lee, and Booth 2005), an ordering relation was
defined to compare interpretations. It was claimed that only
two interpretations having the same domain and mapping
the same individual names to the same element in the do-
main can be compared. Given a doméin a denotation
functiond is an injective mapping which maps every indi-
vidual @ to a differenta” in A. Then apre-interpretation
was defined as an ordered paie= (A™,d™), whereA™ is
a domain andi™ is a denotation function. For each inter-
pretationZ = (AZ,.T), its denotation function is denoted
asd”. Given a pre-interpretatiom = (A™,d™), I" is used
to denote the class of interpretatidhsvith AZ = A™ and
dr = d". ltis also assumed that a DL knowledge base is a
multi-sef of GCls and assertion axioms.We now introduce
the ordering between two interpretations defined in (Meyer,
Lee, and Booth 2005).

2A disjunctive DL knowledge (or DKB) is a set of DL knowl-
edge bases. A DKE is satisfied by an interpretatichiff Z is a
model of at least one of the elementstaf

3A multi-set is a set in which an element can appear more than
once.

revision operator. We then have
M(Ko,K') = Upenrmin(M (K'), <7%).

Proposition 1 says that the models of the resulting knowl-
edge base of our revision operator are model& bivhich
are minimalw.r.t the ordering=<%. induced byK. The
proofs of proposition 2 and other propositions can be found
in the appendix.

Let us look at an example.

Example 2 Let K {VhasChild.RichHuman(Bob),
hasChild(Bob, M ary), RichHuman(Mary), hasChild
(Bob,Tom)}. Suppose we now receive new information
K’ = {hasChild (Bob, John),~RichHuman(John)}.

It is clear that KUK’ is inconsistent. Since
VhasChild. RichHuman(Bob) is the only assertion
axiom involved in conflict withK’, we only need to
delete it to restore consistency, that id{o, K’
{hasChild(Bob, Mary), RichHuman(Mary), hasChild
(Bob, Tom), hasChild(Bob, John), ~RichHuman(John)}.

Refined weakening-based revision

In weakening-based revision, to weaken a conflicting
assertion axiom, we simply delete it. However, this
may result in counterintuitive conclusions. In Example
2, after revising K by K’ using the weakening-based
operator, we cannot infer thaRichHuman(Tom) be-
causevhasChild. Rich Human(Bob) is discarded, which
is counterintuitive.  FromhasChild(Bob, Tom) and
VYhasChild.Rich Human(Bob) we should have known that
RichHuman(Tom) and this assertion is not in conflict
with information in K’. The solution for this problem is to
treatJohnas anexceptiorand that all children oBob other
thanJohnare rich humans.

Next, we propose a new method for weakening Abox as-
sertions. For an Abox assertion of the fokR.C(a), it is
weakened by dropping some individuals which are related
to the individuala by the relationR, i.e. its weakening has
the formVR.(C U {b, ...,b, })(a), whereb; (i = 1,n) are
individuals to be dropped. For other Abox assertignsve
either keep them intact or replace themby



Definition 6 Let¢ be an assertion in an Abox. A weakened
assertiong,,.r. of ¢ is defined as:

[ YR(CU b1, b)) if & =YR.Cla)
Puweak = Torg otherwise.
(2)

The degree ofpyear 1S d(Pwear) = n if ¢ = VR.C

and ¢year = VR.(C U {b1,....,bn})(a), d(dwear) = 1 if
?#£VR.C and dear = T andd(oyear) = 0 otherwise.

We call the weakened base obtained by applying weakening
of GCls in Definition 1 and weakening of assertions in Def-

Proposition 3 Let K be a consistent DL knowledge base.
K’ is a newly received DL knowledge base. We then have

Ko.,K' = ¢, VpeKo,K'.

By Example 3, the converse of Proposition 3 is false. Thus,
we have shown that the resulting knowledge base of the re-
fined weakening-based revision contains more important in-
formation than that of the weakening-based revision.

Logical properties of the revision operators
In belief revision theory, a set of postulates or logicalgro

inition 6 as a refined weakened base. We then replace the erties are proposed to characterize a “rational” revisipn o
weakened base by the refined weakened base in Definition erator. The most famous postulates are so-called AGM pos-

4 and get a new revision operator, which we call a refined
weakening-based revision operator and is denoteg,as
Let us have a look at Example 2 again.

Example 3 (Example 2 Continued) According to our
discussion before, VhasChild.RichHum- an(Bob)
is the only assertion axiom involved in conflict in
K and John is the onlyexception which makes
VhasC hild.Rich Human(Bob) conflicting, soKo,.,, K’ =
{VYhasChild.(RichHumanl{ John})(Bob), hasChild
(Bob, Mary), RichHuman(Mary), hasChild(Bob, Tom),
hasChild(Bob, John), ~RichHuman(John)}. We then
can infer that RichHuman(Tom) froiio,.,, K.

To give a semantic explanation of the refined weakening-
based revision operator, we need to define a new ordering
between interpretations.

Definition 7 Letw be a pre-interpretation7 € I™, ¢ a DL
axiom, andK a multi-set of DL axioms. b is an assertion
of the formvVR.C(a), the number of-exceptions fof is:

e%ﬁ{'m“”M%ﬂ>ﬁRﬂfmhdﬁsmm
r o 00 otherwise,
3

where RT(a®) = {beAT : (a®,b)eRT}. If ¢ is an as-
sertion which is not of the fori@R.C'(a), the number of
¢-exceptiong:? (1) is 0 if Z satisfiesp and 1 otherwise. If
is a GCI of the formC'C D, the number of-exceptions for
Zis:

) = {

The number of<-exceptions fof is e/ () = Sy xe? (7).
The refined ordering=<7, on I" is: I =7, T’ iff
eK(T)<eK(T)).

We have the following propositions for the refined
weakening-based revision operator.

|CIN(=DT)| if CTN(~D7?) is finite
00 otherwise.

(4)

Proposition 2 Let K be a consistent DL knowledge base.
K’ is a newly received DL knowledge base. [Ebe the
class of all pre-interpretationse,.,, is the weakening-based
revision operator. We then have

M (Ko K') = Uremmin(M (K'), 2hK)

Proposition 2 says that the refined weakening-based operato
can be accomplished with minimal change.

tulates (Gardenfors 1988) which were reformulated in (Kat-
suno and Mendelzon 1992). We now generalize AGM pos-
tulates for revision to DLs.

Definition 8 Given two DL knowledge basés and K’. A
revision operatop is said to be AGM-compliant if it satisfies
the following properties:

(R1) KoK’ ¢ forall ¢ € K’

(R2) If KUK is consistent, thed (KoK') = M(KUK')
(R3) If K’ is consistent, the o K is also consistent

(RY) If M(K) = M(K,) and M(K') = M(K3), then
M(KoK") = M(K0K>)

(R5) M(KoK")NM(K")CM (Ko(K'UK"))

(R6) If M(KoK')NM(K") is not empty,
M(Ko(K'UK"))CM(KoK")NM(K")

(R1) says that the new information must be accepted. (R2)
requires that the result of revision be equivalent to themini

of the existing knowledge base and the newly arrived knowl-
edge base if this union is satisfiable. (R3) is devoted to the
satisfiability of the result of revision. (R4) is the syntax-
irrelevance condition. (R5) and (R6) together are used to
ensure minimal change. (R4) states that the operator is inde
pendent of the syntactical form of both the original knowl-
edge base and the new knowledge base. The following prop-
erty is obviously weaker than (R4)

(R4 If M(K;) M(K5), then M(KoK)
M(KoKy).

Definition 9 A revision operatop is said to be quasi-AGM
compliant if it satisfies (R1)-(R3), (R4’), (R5-R6).

The following proposition tells us the logical properties
of our revision operators.

Proposition 4 Given two DL knowledge basds and K.
Both the weakening-based revision operator and the refined
weakening-based revision operator are not AGM-compliant
but they satisfy postulates (R1), (R2), (R3), (R4’), (R®) an
(R6), that is, they are quasi-AGM compliant.

Proposition 4 is a positive result. Our revision operatats s
isfy all the AGM postulates except (R4), i.e. the syntax-
irrelevant condition.

then

A Revision-based Algorithm

It is well-known that priorities or preferences play an impo
tant role in inconsistency handling (Baader and Hollunder;
Benferhat and Baida 2004; Benferhat et al. 2004; Meyer,



Lee, and Booth 2005). In this section, we define an algo-
rithm for handling inconsistency in a stratified DL knowl-

Based on Proposition 3, it is easy to prove the following
proposition.

edge base, i.e. each element of the base is assigned ¥roposition 5 Let ¥ = {Kj, ..., K,} be a stratified DL
rank, based on the weakening-based revision operator. More knowledge base and&™ be a’ Di_ k?lowledge base. Sup-

precisely, a stratified DL knowledge base is of the form
¥ = KjU..UK,, where for eache{l,...,n}, K; is a fi-

nite multi-set of DL sentences. Sentences in each stratum
K, have the same rank or reliability, while sentences con-
tained inK; such thatj > 7 are seen as less reliable.

Revision-based algorithm

We first need to generalize the (refined) weakening-based
revision by allowing the newly received DL knowledge base
to be a disjunctive DL knowledge base. That is, we have the
following definition.

Definition 10 Let K be a consistent DL knowledge base.
K’ is a newly received disjunctive DL knowledge base. The
result of (refined) weakening-based revisionofw.r.t X',
denoted ad<0,,K’, is defined as

Kowlcl {KIUKweak,K’ : K/EICI7 Kweak,K’e
Weaky (K) & AK;eWeak: (K),

d(KZ) < d(Kweak,K’)}‘

Revision-based Algorithm (R-Algorithm)
Input: a stratified DL knowledge bade= { K3, ..., K, }, a
(refined) weakening-based revision operatgre. o = o,
or o,,), @a new DL knowledge basE
Result: a disjunctive DL knowledge bake
begin

KK oK,

for i = 2ton do

K—K;oK;

return
end

The idea originates from the revision-based algorithms
proposed in (Qi, Liu, and Bell 2005). That is, we start by
revising the set of sentences in the first stratum using the
new DL knowledge bas&’, and the result of revision is a
disjunctive knowledge base. We then revise the set of sen-
tences in the second stratum using the disjunctive knowledg
base obtained by the first step, and so on.

Example 4 Let Y. = (K;,K3) and K = {T}, where
K, = {W(t),-F(t),B(c¢)} and Ky = {BCF,WLCB}

(w, F, B, t and ¢ abbreviate Wing, Flies,
Bird, Tweety and Chirpy). Let o = o, in
R-Algorithm. Since K; is consistent, we have

K = Ky0,{T} = {K1}. SinceK;UK3 is inconsistent,
we need to weakeR,. Let K} = {BN—{¢t}CF,WLB}
andK) = {BCF,Wn—{t}CB}, so K}, KjeWeak(K>)
and d(K}) = d(KY) = 1. It is easy to check that
K)UK; and KJUK; are both consistent and they
are the only weakened bases &f, which are consis-
tent with K;. S0 K0,k = {K]UK&,KlLJKé/} =
{{W{),-F(t),B(c), Bn—-{t}CF, WCB},
{W(t),~F(t), B(c), BCF, Wn—{t}CB}}.

to check that?’(c) can be inferred fronf(s0,, K.

It is easy

poselC; and K, are disjunctive DL knowledge bases result-
ing from R-Algorithm using the weakening-based operator
and refined weakening-based operator respectively. We then
have, for each DL axiom, if 1 = ¢ thenkKs = ¢.

Proposition 5 shows that the resulting knowledge base of R-
Algorithm w.r.t the refined weakening-based operator con-
tains more important information than that of R-Algorithm
w.r.t the weakening-based operator.

In the following we show that if the weakening-based re-
vision operator is chosen, then our revision-based approac
is equivalent to the refined conjunctive maxi-adjustment
(RCMA) approach (Meyer, Lee, and Booth 2005). The
RCMA approach is defined in a model-theoretical way as
follows.

Definition 11 (Meyer, Lee, and Booth 2005) Lét
(K, ..., K,) be a stratified DL knowledge base. Létbe
the class of all pre-interpretations. Lete 11, Z, 7/ € 1I".
The lexicographically combined preference orderingy,, is
defined asT <7, 7" iff Vje{l,...,n}, T2} 7’ or I<% 1’
for somei < j. Then the set of models of the consistent
DL knowledge base extracted fromby means of<]_ is
U‘n’El—Imin(Iﬂa j?:g;p)

The following proposition shows that our revision-based
approach is equivalent to the RCMA approach when the
weakening-based revision operator is chosen.

Proposition 6 Let ¥ = (K3,...,K,) be a stratified DL
knowledge base an” = {T}. Let K be the resulting DL
knowledge base of R-Algorithm. We then have

M(K) = Urenmin(I™, <7.,.).

In (Meyer, Lee, and Booth 2005), an algorithm was pro-
posed to compute the RCMA approach in a syntactical way.
The main difference between our algorithm and the RCMA
algorithm is that the strategies for resolving terminologi
cal information are different. The RCMA algorithm uses
a preprocess to transform all the GCISZ D; to cardinality
restrictions (Baader, Buchheit, and Hollander 1996) of the
form <,C;M-D;, i.e. the concept&’;—-D; do not have
any elements. Then those conflicting cardinality restric-
tions <,C;MD; are weakened by relaxing the restrictions
on the number of element$ may have, i.e. a weakening of
<oC;MD; is of the form<,,C;D; wheren > 1. The re-
sulting knowledge base contains cardinality restrictiang
assertions and is no longer a DL knowledge base in a strict
sense. By contrast, our algorithm weakens the GCls by in-
troducingnominal and role constructors. So the resulting
DL knowledge base of our algorithm still contains GCls and
assertions.

Application to revising a stratified DL knowledge
base

We can define two revision operators based on R-Algorithm.
Let¥ = (Ky,..., K,) be a stratified knowledge base and



K be a new DL knowledge base. Letbe the (refined) deal with inconsistency in a stratified knowledge base was
weakening-based revision operator. The prioritized (eefjn proposed in (Qi, Liu, and Bell 2005). However, this work is

weakening-based revision operator, denoted’ ais defined only applicable in propositional stratified knowledge tsase
in a model-theoretic way ag/ (X09K) = Upeimin({Z € The R-Algorithm is a successful application of the algarith
I": 7 = K}, <[,). We now look at the logical properties  to DL knowledge bases.

of the newly defined operator. There are many other work on inconsistency handling in

DLs (Baader and Hollunder; Baader and Hollunder 1995;
Parsia, Sirin, and Kalyanpur 2005; Quantz and Royer 1992;
Haase et. al. 2005; Schlobach 2005; Schlobach and Cor-
net 2003; Flouris, Plexousakis and Antoniou 2005; Huang,
Harmelen, and Teije 2005; Friedrich and Shchekotykhin

Proposition 7 Let Y be a stratified DL knowledge bask,
and K’ be two DL knowledge bases. The revision operator
oY satisfies the following properties:

(P1) If K is satisfiable, theo? K is satisfiable.

(P2) Xo?K |= ¢, forall ¢ € K. 2005). In (Baader and Hollunder 1995; Baader and Hol-
(P3) If M(Z)NM(K) is not empty, then |under), Reiter's default logic (Reiter 1987) is embedded
M(X09K)=M(Z)NM(K). into terminological representation formalisms, where-con
(P4) Given a stratified DL knowledge bas& = flicting information is treated aexceptions To deal with

{S1,...,5,}, and two DL knowledge basds and K”, if conflicting default rules, each rule is instantiated usimg i

K=K',thenMod(209K) = Mod(Xc9K'). dividuals appearing in an Abox and two existing methods
(P5) M (So9K')NM(K")CM (S09(K'UK")). are appligd to compute all extgnsions. However, in prac-
(P6) If M(So/K')NM(K") is not empty, then tl_cal appllcatlor)s,_ when th_ere is a I_arge n_umber of indi-
M(E09(K'UK"))C M (S09 K)NM(K"). ' vidual names, it is not advisable to instantiate the default

rules. Moreover, only conflicting default rules are dealt
(P1)-(P3) correspond to Conditions (R1)-(R3) in Definition  with and it is assumed that information in the Abox is ab-
8. (P4) is a generalization of the weakening condition (R4’)  solutely true. This assumption is dropped in our algorithm,
of the principle of irrelevance of syntax. (P5) and (P6) are that is, an assertion in an Abox may be weakened when it

generalization of (R5) and (R6). is involved in a conflict. Another work on handling con-
flicting defaults can be found in (Quantz and Royer 1992).
Related Work The authors proposed a preference semantics for defaults in

This work is closely related to the work on inconsistency terminological logics. As pointed out in (Meyer, Lee, and
handling in propositional and first-order knowledge bases Booth 2005), this method does not provide a weakening of
in (Benferhat et al. 2004; Benferhat and Baida 2004), the the original knowledge base and the formal semantics is not
work on knowledge integration in DLs in (Meyer, Lee, and cardinality-based. Furthermore, it is also assumed that in
Booth 2005) and the work on revising-based inconsistency formation in the Abox was absolutely true. In recent years,
handling approaches in (Qi, Liu, and Bell 2005). In (Ben- Several methods have been proposed to debug erroneous ter-
ferhat et al. 2004), a very powerful approach, called dis- minologies and have them repaired when inconsistencies
junctive maxi-adjustment (DMA) approach, was proposed are detected (Schlobach and Cornet 2003; Schlobach 2005;
for weakening conflicting information in a stratified propo-  Parsia, Sirin, and Kalyanpur 2005; Friedrich and Shcheko-
sitional knowledge base. The basic idea of the DMA ap- tykhin 2005). A general framework for reasoning with in-
proach is that starting from the information with the lowest consistent ontologies based oancept relevanceas pro-
stratum where formulae have highest level of priority, when posed in (Huang, Harmelen, and Teije 2005). The idea is
inconsistency is encountered in the knowledge base, itweak to select from an inconsistent ontology some consistent sub
ens the conflicting information in those strata. When applied theories based on selection functionwhich is defined on

to a first-order knowledge base directly, the DMA approach the syntactic or semantic relevance. Then standard reason-
is not satisfactory because some important information is ing on the selected sub-theories is applied to firningful

lost. A new approach was proposed in (Benferhat and Baida answers. A problem with debugging of erroneous terminolo-
2004). For a first-order formula, called amcertain rule gies methods in (Schlobach and Cornet 2003; Schlobach
with the formvVa P(z) = Q(z), when itis involved in a con- 2005; Parsia, Sirin, and Kalyanpur 2005; Friedrich and
flict in the knowledge base, instead of deleting it completel ~ Shchekotykhin 2005) and the reasoning method in (Huang,
the formula is weakened by dropping some of the instances Harmelen, and Teije 2005) is that both approaches delete
of this formula that are responsible for the conflict. Theaside terminologies in a DL knowledge base to obtain consistent
of weakening GCls in Definition 1 is similar to this idea. In  subbases, thus the structure of DL language is not exploited
(Meyer, Lee, and Booth 2005), the authors proposed an algo-

rithm for inconsistency handling by transforming every GCl Conclusions and Further Work

in a DL knowledge base into a cardinality restriction, and a
cardinality restriction responsible for a conflict is weakd

by relaxing the restrictions on the number of elements it may
have. So their strategy of weakening GCls is different from
ours. Furthermore, we proposed a refined revision operatorl. A weakening-based revision operator was defined in both
which not only weakens the GCls but also assertions of the  syntactical and semantic ways. Since the weakening-
form VR.A(a). The idea of applying revision operators to based revision operator may result in counter-intuitive

In this paper, we propose a revision-based algorithm for han
dling inconsistency in description logics. We mainly cahsi
ered the following issues:



conclusions in some cases, we defined a refined version d(K,, ... /) < d(Kuweak, k'), Which is a contradiction. So

of this operator by introducing additional expressions in
DLs.

T ¢, we then have?(Z) = 1. Thus,e? = 1iff d(¢) = 1.
(2) Let ¢ = CCD be a GCIl axiom andpeqr =

2. The well-known AGM postulates are reformulated and we (CED)weak € Kweak,x'- SUPPOSEl(Pyear) = n. That

showed that our operators satisfy most of the postulates.

Thus they have good logical properties.

3. A revision-based algorithm was presented to handle in-
consistency in a stratified knowledge base. When the
weakening-based revision operator is chosen, the result-

ing knowledge base of our algorithm is semantically
equivalent to that of the RCMA algorithm. The main dif-
ference between our algorithm and the RCMA algorithm
is that the strategies for resolving terminological infarm
tion are different.

4. Two revision operators were defined on stratified DL

knowledge bases and their logical properties were ana-

lyzed.

There are many problems worthy of further investigation.
Our R-Algorithm is based on two particular revision oper-
ators. Clearly, if a normative definition of revision opera-
tors in DLs is provided, then R-Algorithm can be easily ex-

tended. Unfortunately, such a definition does not exist now.

As far as we know, the first attempt to deal with this problem
can be found in (Flouris, Plexousakis and Antoniou 2005).
However, the authors only studied the feasibility of AGM's
postulates for @ontractionoperator and their results are not
so positive. That is, they showed that in many important
DLs, such asSHOZN (D) andSHZ Q, it is impossible to

define a contraction operator that satisfies the AGM postu-

lates. Moreover, they didn’t apply AGM’s postulates for a
revision operator and explicit construction of a revisign o

erator was not considered in their paper. We generalized

AGM postulates for revision in Definition 8 and we showed

that our operators satisfied most of the generalized postu-

lates. An important future work is to construct a revision
operator in DLs which satisfies all the generalized AGM
postulates.

Proofs

Proof of Proposition 1: Before proving Proposition 1, we
need to prove two lemmas.

Lemma l Let K and K’ be two consistent DL knowledge
bases andl be an interpretation such tha&t = K’. Sup-
poseK U K’ is inconsistent. Let = min(d(Kyeak, k') :
Kweak’K/EWGCLkK/(KLI ): Kweak,K’)- TheneK(I) =

L.

Proof: We only need to prove that for each
wak’K/EWeak‘K/ (K) SUCh that I ): Kweak,K’
andd(Kweak,K’) =1, eK(Z) = d(Kweak,K’)-

(1) Letp € K be an assertion axiom. Suppasd) = 1,
thenZ £ ¢. SinceZ = Kyeak s ¢ € Kuweak, k' SO
Pwear = 1 and thend(¢pyeqr) = 1. Conversely, sup-
posed(dyear) = 1, thendyear = T. We must have
T |~ ¢. Otherwise, let<)) ;. x» = (Kweak, k' \{T})U{}.
SinceZ = ¢, thenK! . . ./ is consistent. It is clear

weak,

is, ¢weak = CI‘Iﬂ{al,...,an}ED. SinceZ ': Kweak,K’,
T E ¢uweak- Moreover, for any other weakening

veak
of ¢, if d(¢),.0p) < m. thenZ B ¢! .. (because other-
wise, we find another weakenidqueahK, = (Kweak k" \

{¢weak})u{¢;ueuk} such thad(Kq/ueak-,K/) < d(Kweak,K’)
and T | Kl.px) SinceZ | duwear, CF \
{af,..,aZ} C D*. For eacha;, we must have,;cC

and a;¢D. Otherwise, we can delete suah and obtain

;ueak = Cl—l{ala"'aai—laai+1;---aan} E D such that
(@] ear) < d(Puwear) @NAZ = ¢! .., Which is a contra-
diction. So|CZN-DZ|<n. Since for eachu;, let ¢/, ., =
C’I‘I{ah...,a,;_l,aHl,...,a"} E D, thenZ 17& ¢iueak:’ SO
|CTN-D*|>n. Therefore, we havéeC?nN-D*| = n =

d((bweak:)-
(1) and (2) together show thaf<(Z) = I.

Lemma?2 Let K and K’ be two consistent knowledge
bases andZ be an interpretation such thaZ |
K’'. SupposeK U K’ is inconsistent. Letd,, =
min(d(Kyeak, k) Kyeak, k' €Weaky(K)).  Then
Ze U, eqmin(M(K'), =%) iff eX(Z) = dp,.

Proof: “If Part”

Suppose” (Z) = d,,. By Lemma 1, for eacii’ such
thatZ’ = K', e (Z') = I, wherel = min(d(Kyeak k') :
Kweak,KIEWEiakK/(K),I/ ': K’weak',K/)- That is, there
eXitSKweak’K/ S WeakK/ (K) such thatZ’ ': Kweak,K’
ande®(7') = d(Kyeak.r')- Sinced(Kyeak 1) <dpm, We
havee” (Z')<e® (I). SoZelJ, .y min(M(K'), <%).

“Only If Part”

SupposeZe |, .qymin(M(K'),<%). We need to
prove that for allZ’ = K’, eX(Z)<eX(Z’). Suppose
T € I”™ for somer = (A™,d™). Itis clear thatvZ'eI™,
eK(T)<eX(T'). Now suppos&’cl™ for somer’ # =
such thatw’ = (A™ . d™). We further assume that
K (T =min(e®(Z;) : T, = K'). LetInd(K) and
Ind(K') be sets of individual names appearing Is
and K’ respectively. By uniqgue name assumption, for
each individual names in Ind(K)UInd(K'), there is
a unique element; in A7 and a unique element, in
AT such thata? = a; and e = ay. For notational
simplicity, we assume thatZ=aZ =a for every indi-
vidual namea. So Ind(K)UInd(K')CA™NA™. We
take anZ” € I™ which satisfies the following condi-
tions: 1) for each concepC appearing in K, suppose
A = CT n (Ind(K) U Ind(K")), then ACCT"; 2)
eK(T") = min(eX(T) : T = K' T € I™). We now prove
Ypere?(T') = Sgexe?(Z”). By 1) and 2), suppose is
an assertion of the forn¥’(a), whereC is a concept, then
o' eCT iff " eCT’, soe?(1') = e®(I"). Supposep
is a GCI of the formCCD and beCZ' N-DZ". Then we
must havebeInd(K)UInd(K'). Otherwise, if we define

7" = (AT \ {b},-T") such that for each concept narte



CT" = T\ {b} and forall R, RT" = RZ' \ ({(b,a;) :
a; €AY} U {(a;,b) : a;€AT'}). Itis easy to check that
I" = K’ and X(7") < ('), which is a contra-
diction. SobeCT N-DT'N(Ind(K)UInd(K')). Since
CT' N(Ind(K)UInd(K')) CT' N(Ind(K)UInd(K'))
and DT'N(Ind(K)UInd(K")) DT N(Ind(K)U
Ind(K'")), we haveCT N-DT N(Ind(K)UInd(K')) =
CT' =D N(Ind(K)UInd(K')). It follows that
beCT' N-DT'N(Ind(K)UInd(K')).  We then have
CT'N-DT' cC*'n-DT". Similarly, we can prove that
CT'n-D*'cc¥n-D*. SoC*'n-DT'=CT'N-DT.
That is, e?(Z) = e?(Z”). Thus, we can conclude
that ¢ (I') = ¢X(1”). Sincee” (I") = cX(I), we
have e (I) = e&(Z'). Therefore, for allZ’ = K’,
eK(T)<eX(T'). Itis clear that there exists afi’ = K’
such thateI =d,. S0eX(T) = d,,.

We continue the proof of Proposition 1. Suppose
I E Ko,K', thenI = K'UKyeur k', fOor some
Kyeak, k' €Weak (K) such thatd( Kyeak, k) = dm (dm
is defined in Lemma 2). By Lemma I/, K’ and
e®(I) = dp,. By Lemma 2,7€ |, .y min(M(K'), 2%
). Conversely, supposgée | J, .y min(M(K'),=<%). By
Lemma 27 = K’ ande®(Z) = d,,,. By Lemma 17
K'UK yeak, k7, fOr SOMeK yeqr, k' €Weaky: (K) such that
d(Kweak, k') = dm. SOZ = Ko, K’. This completes the
proof.

Proof of Proposition 2: The proof of Proposition 2 is simi-
lar to that of Proposition 1. The only problem is that we need
to extend the proofs of Lemma 1 and Lemma 2 by consider-
ing the weakening of assertion axioms of the farR.C(a),
which can be proved similar to the case of GCls.

Proof of Proposition 3: We only need to prove that
M(Ko.,K')CM(Ko,K'). Supposel=Ko,,K’', then

by Proposition 27 = K’ andeX(Z) = min(eX(Z) :

' E K'). We now prove that for anyZ’#£Z,
ef(7)<eX (7). Supposes is an assertion of the form
VR.C(a) ande?(Z)>1, then there exists such that? ¢
RI(a?)N(=D?). SinceT = VR.C(a), we havee?(7) = 1.
Since e?(Z')>e?(T), we havee?(Z')>1. Similarly, we
havee?(Z') = 1. Soe?(I)=e?(Z’'). Suppose:f(Z)=0
ande?(Z')>1, thene?(Z) = 0 < 1 = e?(Z’). Thus,
e?(I)<e®(T'). If ¢ is an assertion which is not of the
form VR.C(a) or a GCI, then it is easy to prove that
e?(Z)=e?(Z"). ThereforeeX (T)<eX(Z'). By Proposition
1,ZeM (Ko, K').

Proofs of Proposition 4 and Proposition 5:Proposition 4
and Proposition 5 are easily to be checked and we do not
provide their proofs here.

Proof of Proposition 6: LetIT = min(I™, 2% ), andI] =
min(I7_;, 3%, ) forall 7 > 1. Itis clear thatM (K) = I7,.

So we only need to prove thef = min(I™, =<7 ). Sup-
poseZely, then we must hav&emin(I™, <], ). Other-
wise, there exist§’cI™ such thatZ’<;.,Z. That is, there
existsi such thatZ’ <7 7 andZ'~7 7 for all j < i, where

T'~% T meansl’=} T andZ=7% 7'. Sincel'~} T, itis
clear thatZ, Z’€I7_, by the definition off”_,. SinceZ € I7,

e
e
It

we haveZ € If = min(I]_, <%,), which is contradic-
tory to the assumption that'<% 7. Thus we prove that
I7Cmin(I™, <, ). Conversely, supposecmin(I™, =T,
), then we must hav&eI”. Otherwise, there exists an
such thatZ¢I7 andZelf for all j < i. Supposel’el’,

thenZ’elf for all j < i. We then have’ ~ ~%, I forall

Jj<i. SmceI’eI’r andZ¢I7, it follows thatI’<K Z. That
is, Z'<T.,Z, which is a contradiction. Thus we prove that
man(I™, <T )CIT. This completes the proof.

—lex

References

F. Baader and B. Hollunder. Embedding defaults into ter-
minological knowledge representation formalisdayrnal
of Automated Reasoninf4(1):149-180, 1995.

F. Baader and B. Hollunder. Priorities on defaults with pre-
requisites, and their application in treating specifiaityar-
minological default logicJournal of Automated Reason-
ing, 15(1): 41-68, 1995.

F. Baader, M. Buchheit, and B. Hollander. Cardinality re-
strictions on conceptrtificial Intelligence 88:195-213,
1996.

F. Baader, D.L. McGuiness, D. Nardi, and Peter Patel-
Schneider.The Description Logic Handbook: Theory,
implementation and applicatipnCambridge University
Press, 2003.

S. Benferhat, C. Cayrol, D. Dubois, L. Lang, and H. Prade.
Inconsistency management and prioritized syntax-based
entailment. IfProceedings of IJCAI'93640-645, 1993.

S. Benferhat, and R.E. Baida. A stratified first order logic
approach for access controtternational Journal of Intel-
ligent Systemsl9:817-836, 2004.

S. Benferhat, S. Kaci, D.L. Berre, and M.A. Williams.
Weakening conflicting information for iterated revisiordan
knowledge integrationArtificail Intelligence vol. 153(1-
2):339-371, 2004.

T. Berners-Lee, J. Hendler, and O. Lassila. The semantic
web, Scientific Americar284(5):3443, 2001.

G. Flouris, D. Plexousakis and G. Antoniou. On applying
the AGM theory toDLs andOWL, In Proc. of 4th Interna-
tional Conference on Semantic Web (ISWC,@)6-231,
2005.

G. Friedrich and K.M. Shchekotykhin. A General Diagno-
sis Method for Ontologies, IProc. of 4th International
Conference on Semantic Web (ISWC,@32-246, 2005.

P. Gardenfors Knowledge in Flux-Modeling the Dynamic
of Epistemic StatesThe MIT Press, Cambridge, Mass,
1988.

V. Haarslev and R. Nller, RACER System Description,
In IJCAR’'0], 701-706, 2001.

P. Haase, F. van Harmelen, Z. Huang, H. Stuckenschmidt,
and Y. Sure. A framework for handling inconsistency in
changing ontologies, InSWC’05, LNCA3729353-367,
2005.

I. Horrocks. The FaCT system, In de Swart, H.,
Tableaux'98, LNAI 1397307-312, 1998.

ed.,



I. Horrocks, and U. Sattler. Ontology reasoning in the
SHOQ(D) description logic, IrProceedings of IJCAI'01
199-204, 2001.

I. Horrocks and U. Sattler. A tableaux decision procedure
for SHOZQ, In Proc. of 19th International Joint Confer-
ence on Artificial Intelligence (IJJCAI'05148-453, 2005.

Z. Huang, F. van Harmelen, and A. ten Teije. Reasoning
with inconsistent ontologies, IRroceedings of IJCAI'05
254-259, 2005.

H. Katsuno and A.O. Mendelzon. Propositional Knowl-
edge Base Revision and Minimal Changetificial Intelli-
gence 52(3): 263-294, 1992.

C. Lutz, C. Areces, |. Horrocks, and U. Sattler. Keys, hom-
inals, and concrete domaindournal of Artificial Intelli-
gence Resear¢l23:667-726, 2005.

T. Meyer, K. Lee, and R. Booth. Knowledge integration for
description logics, InProceedings of AAAI'05645-650,
2005.

B. Nebel.What is Hybrid in Hybrid Representation and
Reasoning Systemd® F. Gardin and G. Mauri and M. G.
Filippini, editors, Computational Intelligence II: Proc. of
the International Symposium Computational Intelligence
1989 North-Holland, Amsterdam, 217-228, 1990.

B. Parsia, E. Sirin and A. Kalyanpur. Debuggi@3VL on-
tologies, InProc. of WWW’05633-640, 2005.

J. Quantz and V. Royer. A Preference Semantics for De-
faults in Terminological Logics, IRroc. of the 3th Confer-
ence on Principles of Knowledge Representation and Rea-
soning (KR'92) 294-305, 1992.

G. Qi, W. Liu, and D.A. Bell. A revision-based approach
to resolving conflicting information, IrProceedings of
twenty-first Conference on Uncertainty in Artificial Intel-
ligence (UAI'05) 477-484.

R. Reiter. A Theory of Diagnosis from First Principlés;
tificial Intelligence 32(1): 57-95, 1987.

A. Schaerf. Reasoning with individuals in concept lan-
guagesData and Knowledge Engineerin@3(2):141-176,
1994.

S. Schlobach, and R. Cornet. Non-standard reasoning ser-
vices for the debugging of description logic terminologies
In Proceedings of IJCAI’200355-360, 2003.

S. Schlobach. Diagnosing Terminologies, Rroc. of
AAAI'05, 670-675, 2005.

M. Schmidt-Schau3, and G. Smolka. Attributive Con-
cept descriptions with complemendstificial Intelligence
48:1-26, 1991.

S. Staab and R. Studétandbook on Ontologiesnterna-
tional Handbooks on Information Systems, Springer, 2004.

H. Wang, A.L. Rector, N. Drummond and J. Seidenberg.
DebuggingOWL-DL Ontologies: A Heuristic Approach,

In Proc. of 4th International Conference on Semantic Web
(ISWC'05) 745-757, 2005.



