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Abstract

The 2nd International Timetabling Competition (ITAZ) was opened
in August 2007. Building on the success of thet fasmpetition in
2002, this sequel aimed to further develop reseactivity in the area
of educational timetabling. The broad aim of thenpetition was to
create better understanding between researchengracitioners by al-
lowing emerging techniques to be developed aneédesh real world



models of timetabling problems. To support thigrianary goal was to
provide researchers with models of problems fagegrhctitioners by
incorporating a significant number of real worldnstraints. Another
objective of the competition was to stimulate debaithin the widen-
ing timetabling research community. The competitiaas also divided
into three tracks to reflect the important variaiavhich exist within
educational timetabling within Higher Education. these formulations
incorporate an increased number of ‘real worlduess it is anticipated
that the competition will now set the research agewithin the field.
After finishing in January 2008, final results diet competition were
made available in May 2008. Along with backgroundttie competi-
tion, the competition tracks are described heresttogy with a brief

overview of the techniques used by the competittomers.

1 Introduction
Timetabling within a university context has longeherecognised as difficult from both a

theoretical and practical perspective; for a sursey Schaerf (1999), Lewis (2008). Whether
it be for courses or examinations, much efforthie teal-world is spent producing timetables
which are both workable and of a sufficiently hignality. In response to these practical and
theoretical demands, in 2002, the European Met@teuNetwork organized the First Inter-
national Timetabling Competition (ITC 2002). Basmua specific problem model, the for-
mulation presented contained characteristics otthese timetabling problem found in many
Universities. Details on applied techniques andiltescan be found at the webpage (ITC
2002). More recently, this formulation has becorneewhat of a standard within the re-
search area with many researchers using it togetiiethe associated generated datasets, for
example, see: Abdullah et al. (2007); Chiarandinialke (2006); Di Gaspero and Schaerf
(2006); Kostuch (2005); and Lewis et al. (2007b))C2002 was therefore successful in gen-
erating common ground for cross-fertilisation oéad for research groups within the time-

tabling community.



The Second International Timetabling CompetitionQ12007) followed the main goals of the
first and further aimed to provide a basis on whiegsearch in timetabling can progress. De-
tailed information can be found at the competitvegbsite (ITC 2007). An important aim of
this competition was the generation of new appreadbr the timetabling problems it intro-
duced by attracting users from all areas of re¢eakn additional important aim was to nar-
row the gap which exists between research andipeaeithin this important area (McCollum
2007a). To this end, the competition introducedoes formulations of the timetabling prob-
lems encountered within educational institutiond based them on a ‘real world’ perspective
as far as possible within the practical requiremerita competition. In providing these for-
mulations, we considered it important to balanc iticlusion of all known aspects of real
world problems with the required competitive elemémportantly, we built on the success of
the first international timetabling competition Ioytroducing significantly more depth and
complexity in not one but three distinct variatiarfsthe timetabling problem, callgdacks.

Competitors were encouraged to enter one, twal] of the tracks.

Although sufficient overlap exists between tracts if to make sense to put them all into a
single competition, they still clearly represerdtitict problems within the area of educational
timetabling both from a research and practical pe8ve From a research perspective, it

was felt by the organisers that this division wapartant because it provided a framework
for capturing the main types of educational timétepresearch currently taking place within

the academic community. From a practical perspective tracks also provided more details
of the models experienced in real world situatiokithough, some hard and soft constraints
do occur in more than one track, no specific effeas made to enforce this; it was considered
more important to allow tracks to be representativ¢éheir area, and let any commonalties

emerge naturally.

The three tracks considered in the competition ctdwe main formulations of both examina-
tion timetabling (ETT) and course timetabling (CTpipblems. As for the course timetabling
problem, this area was subdivided into two tra&ath of these CTT tracks are distinct and
represent methods of course timetable construstioich are used in various forms within
many institutions, namely post enrolment based ssudimetabling and curriculum based

course timetabling.



Technical reports (McCollum et al (2007b), Lewisae{2007), Di Gaspero et al. (2007)) are
available on the competition web site for eachkmetailing the formulation offered. In this
work, following a description of the main aspectsttee competition, an overview of each

track is provided along with results on the datseleased as part of the competition.

An observant reader might well remark that manyhef individual aspects of the formula-

tions have already appeared at some point in teelure, however, such occurrences in the
literature are rarely associated with publicly #alale data or a comparison of many algo-
rithms. Unfortunately, the timetabling literature littered with papers that present results of
one unpublished implementation on one unpublistedkinstances. Hence, this paper and
competition offer a unique combination of realispiablic instances, and a comparison of

many algorithms, with the likelihood that many maié be developed.

2 Competition Rules

The competition was officially started on August, Z007. On this date, sets of benchmark
problem, the “early” instances, for each track weleased to the public. Entrants were then
invited to design algorithms, and associated implatiations that produced solutions to these
problems according to the competition criteria. @& 11th of January 2008, two weeks be-
fore the end of the competition, a second set ate"l instances was also released for each
track. Competitors were then required to subngirthest solutions for these instances to the
organisers by the 25th of January. Further sethidflen” instances were also used by the

organisers for evaluating entries.

In order to ensure a degree of fairness and cemsigtin the competition, a number of rules
were also imposed, which we now outline. Refeh afficial website (ITC 2007) for a full

listing of these rules. When implementing thegasithms, competitors were free to use the
programming language and operating system of tieiosing; however, all implementations
were required to run on single processor machindsadhere to a strict run-time limit, deter-
mined for different machines via the use of a bematking program (see Section 3). The
submitted algorithms were obliged to produce sohdito the given problems such that a
number of hard constraints were satisfied (i.eeasible timetable was achieved), whilst also

minimising a weighted sum of a function reflectithg@ number of soft constraint violations.



In cases where feasibility could not be reachefibasible solutions were evaluated using a

“Distance to Feasibility” measure (see Section 4).

An important characteristic of the competitors’althms was that they were not permitted to
“recognise” which problem instance they were tryiagolve in order to alter their run char-

acteristics. The same version of the algorithmefuee had to be used for all instances. It
was, however, perfectly acceptable for an algoritbranalyse the features of a given problem
instance in order to make choices about how it @auh. Both stochastic and deterministic
algorithms were permissible, though in both casadigipants needed to ensure that any
claimed results were repeatable in the given mmetlimit. That is, if the solvers were al-

lowed to use pseudo-random numbers they then ndedssl able to take a seed for the gen-

erator, and so guarantee reproducibility.

When the deadline of the competition was reachewhpetitors were required to submit their
solutions (timetables) for each of the releasethim®s, together with the random seeds used
to generate these (if applicable). A document doimtg a description of their algorithm was
also required. For each track, a set of five fgtalivas then chosen according to the quality of
the submitted solutions using a ranking procedexgl@ined in Section 5). The finalists’ pro-
grams were then tested by the competition orgasigertheir own machines using the pub-
licly available instances together with the thiet sf hidden instances. The results of these
trials were used to determine the official winmeeach of the tracks.

One of the features of ITC2002 was that winnersevettosen based on the quality of the so-
lution provided. This meant that the competitioaswopen to the criticism that participants
could take advantage of the “Mongolian Horde” apto (Schaerf and Di Gaspero 2007):
“Run as many trials as you can and report onlybést of all of them” — although in practice
the checks on unseen instances showed that thisn@tas problem. In ITC2007, the re-
running of finalist solvers on organisers’ mach{mgth new seeds) and the use of hidden in-
stances in the rankings were introduced to imptbeesituation. Although not used for the
place-list, some of the organisers plan to usecjpied statistical tools to analyse in more de-

tail the performance of the solvers, especiallyti@ stochastic ones.



3 CPU Time Limits and Benchmarking of the Machines

As with the first competition, the winner of eachdk was chosen based on the quality of the
solutions produced by the proposed technique withiapecific, pre-imposed time limit,
measured in elapsed time (see Section 5 for fudbk&il on winner designation). Note that
although conforming to a time limit might not alvgalye an important constraint in real world
timetabling; using one did allow us to introduce@npetitive element to the competition
(which, it was hoped, would help to attract morgegechers to enter).

In order to allocate a time limit to each of thenp®titors, a benchmarking program was cre-
ated and distributed. This program was only sugtdbk individual, single processor ma-
chines, not for specialist parallel machines oistdts. Competitors would execute this on
their own machines, whereupon the program wouldetit performing a number of compu-
tational operations of the sort involved in timéditadp. When the program halted, the program
then considered how long it had taken to execute,used this figure in order to calculate an
appropriate time limit for the machine at hand. ©bsly, the speed of the benchmark pro-
gram (and resultant time limit) on an individual chae depends on a number of factors in-
cluding the memory, the type of processor, thelckmeed, and the operating system. Note
that in providing this benchmark program, it was possible to provide perfectly equitable
benchmarks across the various platforms, typesawfggsor, and so on, and we acknowledge
that the benchmark may well have been “kinder’dme people than others. However, one
way that we attempted to counter this potentiatréigancy, was by running all of the even-
tual finalists’ algorithms on our own “benchmarkchae” therefore creating more of a level
playing field in the final stages of the competitio

The reason why it was decided to have a fixed ngtime was mainly to remove one degree
of variability from the scoring system. We antidpdhat future competitions will take into
account in some principled way the trade-off betwsalution quality and running times. For
the selection of the fixed amount of running tirttee key question is concerned with estab-
lishing a realistically feasible running time fdret actual timetabling. Given that the time-
tabling from both a course and exam perspectipeitormed usually a few times a year, one
might think that a running time much longer thaa 810 minutes granted for the competi-

tion would also be reasonable. In practical casegeher, as many researchers and practitio-



ners have pointed out, the solution of a real casa interactive process, during which it is
necessary to solve a large number of instancefctn constraints and objectives are manu-
ally adjusted between runs of a working sessioncioe single case (for various reasons:
what-if scenarios, last minute changes, etc.). Agla of thumb, based on experience, a run-
ning time longer than a few minutes makes the m®eery tiresome and difficult for the hu-

man operator.

4  Evaluation of Solutions

For all three tracks of the competition, solutiarality was measured using two separate val-
ues: (1) the “Distance to Feasibility”, DTF, and (Be “Soft Cost”, which indicated the level
at which the hard and soft constraints, respegtiveere adhered to. See McCollum et al
(2007b), Lewis et al (2007), and Di Gaspero et(2007)) for details of how these values
were calculated in each track. Of course, thetddise to Feasibility” is not a distance in the
sense of distance between solutions. Rather, nooneafly, the DTF is a score for violations
within the higher level of constraints in a mukivel hierarchy of constraints; see Borning et
al (1987) and McCollum et al (2007b), though wendb pursue such a view here.

As usual, a solution is said to be feasible iftla#l hard constraints are satisfied. Often, in the
real world, cases arise where solutions are judgetjood’ even though some “so-called”
hard constraints are violated. Indeed, there amyraaecdotes of practitioners initially claim-
ing a constraint is hard, only for the researcbediscover that it is sometimes, or even rou-
tinely, violated in real solutions. In the previoc@mpetition, ITC2002, in order to avoid the
problems of measuring degrees of infeasibility anthparing these with number of broken
soft constraints, it was decided that all hard tansts had to be respected, and so only feasi-
ble solutions were accepted. Consequently, all lproinstances were constructed so that
feasibility was not overly difficult to obtain. Ithis competition we wanted to create harder
instances, with the consequent risk that some en emany submissions would fail to find
feasible solutions. We therefore introduced the Did¢asure to allow some hard constraints
to be violated if no solution could be found othessy but still give the resulting solution

some value.



Details of how the DTF and soft costs are calcdlatepend on the track. The definitions of

the problems in each track arose independently fiteenrequirements of the system under

consideration; however, some broad propertiestaared by all three.

Hard constraints generally include:

1.

2.

Need to allocate events to a single timeslot asidgle room

There is a conflict matrix specifying which evemnnot be allocated to the same
timeslots. That is, all the problems contain aneulythg Graph Colouring Problem

and so belong to a class of NP hard problems.
There can be room related hard constraints thatdoom availability

Events have sizes, and rooms have capacities amdseshould be allocated to a sin-
gle room and it should be large enough. (In onektthis is relaxed to be a soft con-

straint.)

Soft Constraints are quite varied but might loogegdyclassified into:

1. Period-related Pattern Penalties: The timeslotsbearoftly constrained to avoid se-

qguences that would be inconvenient for the pasitip. This is probably the area in
which the ETT and CTT differ most greatly. In ETE wttempt to spread out exams,
but in CTT we tend to do the opposite and for edamyant to avoid events that are
isolated in time. The tracks also differ in whetiwéolations of such penalties are

counted “per event” or “per affected student”.

Room-related Penalties: Some patterns of roomeusaght be penalised. For exam-
ple, some room might only be used at a particutae if necessary, subject to a pen-

alty.

The details of these penalties depend on the iddalitrack e.g. some constraints might even

be hard in one track and soft in another. Howelmare are sufficient characteristics in com-

mon for competitors to be compelled into enteriighaee tracks with similar/identical ver-

sions of their techniques.



5 Designation of the Winners

The adjudication process of the competition wagdei into two phases. First, in each track
five “finalists” were selected based on the restiitg were provided by the competitors. Sec-
ond, the algorithms of these five finalists werertldirectly compared against one another by
the competition organisers on their own machines)guthe publicly available instances, to-

gether with a hidden set of problem instances.

Candidate solutions were then compared in theiatig way. First, the “Distance to Feasi-

bility” was considered, and the solution that wasrsto have the lowest value for this was
considered superior. However, if two or more solsi were equal in this respect, then the
best solution was judged to be the one among thesdas the lowest soft cost. This method
of using a pair of values means that solution ¢y&dia type of ordinal data, meaning that we
are able to rank solutions, but we cannot calculiidéances between solutions (except, of

course, in cases where solutions have an equal.DTF)

Results achieved instances #1 to #5. Rank on each instance Av  Posi-

(“Distance to feasibility” and soft tion
cost (in parenthesis))

Algo- | #1 #2 #3 #4 #5 #1  #2 #3 #4 #5

rithm

A 5,3 0,0 20, 0,0 0,0 2 2 3 25 2 23"

34

B 0,10 0,0 0,49 0,0 0,0 1 2 1 25 2 17" 1
5, 0o, 0,10 0,0 0, 3 4 2 25 4 31 %
1023 89 34

D 10, 0,0 3, 0,0 0,0 4 2 4 25 2 29"3
102 200

Table 1. Example demonstration of the process tsehk the algorithms.

Given the above, in order to choose the finaliststie competition, a simple ranking process

was used which judged how well the algorithms pentdin relation to one anotheon the



publicly available instances. For this descriptitet,n represent the number of problem in-
stances, and the number of algorithms being compared. An exanfiptn = 5 andm = 4
using some arbitrary data is shown in Table 1tFine results achieved by each algorithm on
each of the instances are recorded and verifiede&ch instance, the algorithms are then as-
signed rank, one through to, indicating the position of the algorithms solutifor this in-
stance compared to the others. In cases of tiesguwarage of the corresponding ranks are as-
signed to each of the algorithms. To determin€fithad positions of the algorithms, the aver-
age (arithmetic mean) of the rank is then takeonszcall instances. Note that the minimal av-
erage rank is thus 1.0, and the maximumm.i§or the competition, the finalists were the algo-

rithms with the five lowest rank averages.

Of course, this procedure is a matter of “instahe&sing as voters on a selection of algo-
rithms acting as candidates in an election, angogentially is subject to the standard and un-
avoidable voting paradoxes. For example, in a lase@ cit is possible that removing the algo-
rithm placed ¥ could change the order of the others. Such petieatiomalies are well-

known to be inevitable, and competition organiserge no choice but to pick one system and
then stick to it. However, it turned out that tlesults were relatively clear and so we do not

believe that such paradoxes played a role in setetite winner.

In each track final, the winners of the competitiare also determined using this ranking
process. In this case, however, results were geeby performing a random sample of ten
runs with each algorithm on all available instangesluding the hidden set. For each prob-
lem instance, fifty solutions were thus generated for each of the five algorithms) which
were then ranked from one through to fifty (agamean ranks were assigned for ties). The 10
scores of each algorithm are then averaged. Therdels-average obtainable is thus 5.5 (if
the algorithm has all the best ranks 1, ..., 10)wbest was 45.5 (if the algorithm has all the
worst 41, ..., 50).

6 Competition Tracks
In this section a description of the formulatiorpievided for each track along with informa-
tion on the chosen track finalists. Furthermommmentary is provided on issues specific to

individual tracks that proved important to the ringnof the competition. As the tracks relat-



ing to the examination timetabling and curriculuaséd course timetabling tracks are based
on real world data, information is provided on et criteria which are considered during
implementation. As discussed in the introductidre &uthors felt is essential to balance the
complexity of the formulation provided and the catifive element required to meet the

competitions overall objectives

6.1 Track 1. The Examination Timetabling Problem

From a practical perspective, much work is require@stablishing a generic examination
timetable model which is applicable across a walgge of scenarios. The problem formula-
tion proposed as part of ITC2007 significantly adalsurrent models used within research
and provides a basis for further real world comstsato be described. The problem model can
be described as ‘post enrolment’. That is to sayjents enrolled on courses which have as-
sociated exams are considered to be enrolled daking’ those exams. Although other ap-
proaches to the problem are taken within sometutitns, this is by far the most common
from a practical perspective as well as being tlestrwidely reported model of the problem
within the academic literature. Recent researchcoeasentrated on a number of benchmark
datasets introduced by Carter et al. (1996). Thesehmarks and the problems associated
with them are discussed in more detail elsewheredfal. 2007). This particular track of the
competition significantly adds to the researchdfiey the introduction of a more ‘real’ model
of the problem in terms of data, constraints analwation. All datasets used as part of this
competition are taken from real institutions andendeen anonymised for the purpose of
competition use.

The fundamental problem involves timetabling exams a number of timeslots within a de-
fined examination session while satisfying a numiiehard constraints. The quality of the
solution is measured in terms of soft constraimtiis&ction. Importantly, with respect to
previously studied models, new and additional imfation is provided on constraints (hard
and soft), resources and the examination session.

From experience, the authors have found that, meiged, gaining feasibility within examina-
tion timetabling is not as important an issue afwome cases of course timetabling. How to
implement a timetable solution when feasibility manbe found is usually decided by the in-

stitution. Actions to be taken include, extending session, introducing another room, allow-



ing more capacity within particular rooms, holdistudents over the lunch break etc.
ITC2007 does not deal with these institutional sgiacrasies and therefore researchers were
expected to gain feasibility. All instances foisttrack were real problems encountered dur-
ing commercial work and selected on the basisttiet had feasible solutions and were rep-
resentative of the area. They were also seleoted tepresentative in terms of their sizes and
to give a variety of them so as to provide soméeeand some harder instances for the com-
petition.

An examination session is made of a number of geraver a specified length of time, i.e.,
examination session. Period lengths within whicketiof examinations can be allocated are
provided. A set of students are enrolled on indigidexaminations, where each individual
student may be enrolled on a number of exams. Afsetoms with individual capacities are
provided. Details including a ‘weighting’ of pantilar soft constraints are provided within an
Institutional Model Index. A feasible timetable ase in which all examinations have been

assigned to a period and room so that the followeugl constraints are satisfied:

Exams. No student sits more than one examination asdinee time.

Rooms. The capacity of individual rooms is not exceededny time throughout the exami-
nation session; In addition, room related hard traimds were imposed e.§xam_Amust use
Room 101

Periods. Period lengths are not violated. Similar to Roppexiod related hard constraints

e.g.Exam_AafterExam_B

A candidate timetable is penalised for each ocoge®f the following soft constraints:

Period Spread. These include two exams in a row, two exams diayaand specified spread
of examinations over the entire examination session

Exam Duration. The Mixing of duration of examinations within ialual periods within a

single room;

Exam Position. Larger examinations appearing later in the titoletalt is common practice
to attempt to place these earlier in the sessionaximise the time available for marking.

Period Priorities. Period related soft constraints i.e. avoid paléicperiods at certain times.



Room Priorities. Room related soft constraints. This allows taggetbe met in relation to

room utilisations during the examination session

These constraints can effectively be split into yvoups; those which are resource specific
and those which can have a global setting. Resa@peeific constraints can be set for each
period and each room (Period and Room PrioritieB)is allows control of how resources
would be used when constructing a solution. Theareimg ‘Global Setting’ constraints can
be set relative to each other (i.e. constraint} a®d g). Institutions may weight these soft
constraints differently relative to one anotheamattempt to produce a solution which is ap-
propriate for their particular needs. This is knoambuilding the ‘Institutional Model' and is
defined here as the Institutional Model Index. Tisisa relative weighting of the soft con-
straints which effectively provides a quality measof the solution to be built. Within the

datasets provided a number of variables are givénuwalues.

Table 2 provided the best results obtained usiegstibmitted competitor’s techniques. All
results reported were independently achieved bytbanisers strictly under the competition
rules. The result in each case is composed ofrd'PaF , Soft Cost”. That is, the first num-
ber is O for feasible and 1 for unfeasible. If fbbes the overall soft constraint violation score
is subsequently provided. In cases where infeasibligtions were obtained, a score of 0 was
recorded for the soft constraint violation. Thiffefis to the other two tracks as it was origi-
nally intended that competitors should be ablertd feasibility. In the end this was not the
case. On realising this, the organisers felt iuMdchave been wrong to change the original

conditions as stated on the competition web site.

Algorithm: | 1. Miller 2. Gogos 3. Atsuta etal 4. De Smet Bayi
Instance #

1 0, 4730 0, 5905 0, 8006 0, 6670 0, 12035
2 0, 400 0, 1008 0, 3470 0,623 0, 3074
3 0, 10049 0, 13862 0, 18622 1,0 0, 15917
4 0, 18141 0, 18674 0, 22559 1,0 0, 23582
5 0, 2988 0,4139 0,4714 0, 3847 0, 6860
6 0, 26950 0, 27640 0, 29155 0, 27815 0, 32250




0, 4213 0, 6683 0,10473 0, 5420 0,17666

0, 7861 0, 10521 0, 14317 1,0 0, 16184

0, 1047 0, 1159 0,1737 0, 1288 0, 2055
10 0, 16682 1,0 0, 15085 0, 14778 0,17724
11 0, 34129 0,43888 1,0 1,0 0, 40535
12 0, 5535 1,0 0, 5264 1,0 0, 6310

TABLE 2. Examination Timetabling Track.

Table key

(Muller) Tomas Miiller (Purdue University, USA). Lalcsearch-based algorithm using routines taken ff@Constraint
Solver Library. Various neighbourhood search athons are also used to eliminate violations of teard soft constraints.

(Gogos). Christos Gogos (Greece). GRASP procedithearcombination of other local search metaheigast

(Atsuta et al):Mitsunori Atsuta, Koji Nonobe, andshihide Ibaraki (Japan). Constraint satisfactiomblem solver
incorporating tabu search and iterated local search

(De Smet) Geoffrey De Smet (Belgium). Tabu-basqat@ach.
(Pillay) Nelishia Pillay (South Africa). Naturespired heuristic approach.

A detailed breakdown of the results an be foundhen competition website. The winner,
Tomas Milller, produced 9 best results employedrstcaint based framework incorporating
a series of algorithms based on local search tqaksi Gogos achieved 9 feasible solutions.
Atsuta produced 11 feasible solutions and recottedbest result on instance 12. De Smet
uses achieves seven feasible solutions and theréastded score for instance 10. Pillay
achieved 12 feasible solutions.

We do not consider minimising the number of periadspart of this formulation as, in our
experience, educational institutions manage thega®by using set times for the examination
session. That is not to say of course that thitsa major issue in relation to planning ex-
amination sessions. It is acknowledged that aifwiéstigation and explanation of “Distance
to feasibility” is required if the formulation pried here is to be useful for such purposes.
Although a ‘weighted sum’ evaluation function istmdeal e.g. it may have adverse side ef-
fects for certain individual students, it is thedsbn method here due to the ease of implemen-
tation for purposes of comparison. It is hoped thatinterest generated by efforts here will
lead to true multi-objective evaluation of potehsalutions. In particular, we specifically de-

cided to include the weights in the data formatlitsather than solvers having to hard code



them. This at least ought to easily allow variasiasf the weights so as to explore multi-
objective properties. Also, it is unlikely that eyenstitution would have the same weights,

and so fixing them in the solver seems inapprogriat

6.2 Track 2: Post Enrolment based Course Timetabling

The second track of the competition modelled theation where students are given a choice
of ‘events’ to attend, with the timetable then lgeoonstructed such that the number of stu-
dents able to attend their chosen options is maeithiEssentially, this problem version is an
extension of the model used in ITC 2002, thoughofarpurposes extra hard constraints were
also included to help move the research furthethan direction of real-world timetabling.
These extra hard constraints were also intendedatke finding feasibility more difficult —
thus shifting the emphasis from soft constraint® dvard constraints.

The basic problem involves assigning the eventsuies, tutorials, and so on) to a fixed
number of timeslots and rooms in accordance wisletaof constraints. The hard constraints
for the problem are as follows. First, for eachreviere is a set of students who have en-
rolled to attend; thus events need to be assignéidheslots in such a way that no student is
required to attend more than one event in any onestot. Next, each event also requires a
set of room features (e.g. a certain number oksspecialist teaching equipment, etc.), which
will only be provided by certain rooms; thus eadlerd needs to be assigned to a suitable
room that exhibits the room features that it regglifThe double booking of rooms is also pro-
hibited. Hard constraints were also imposed stdtiag) some events cannot be taught in cer-
tain timeslots (in a real world situation, perhaps lecturer might be unavailable to teach at
this time, or perhaps some school policy needsstadhered to); and finally, certain prece-
dence constraints — stating that some events odeel $cheduled before or after others — were
also stipulated.

The three soft constraints considered in this gnobare all period pattern related, and were
the same as the original competition: (1) Studshtsuld not be required to attend events in
timeslots that occur at the end of a working day;Students should not have to attend events
in three or more consecutive timeslots in the sday and (3) Students should not be re-
quired to attend just one event in a day. Thes@analised ‘per student’. A fuller description

of this problem, including the precise methods altelating solution quality are all given in



the official technical report of this problem [Lesvet al(2007a)], available on the ITC2007
website.

In all, sixteen problem instances were releasedhisrtrack (eight early, eight late). A further
eight hidden instances were then also used duh@dinal for verification purposes. All in-
stances for this track were created using an ausmharoblem generator designed by the
competition organisers, and all are known to feafitrleast one perfect solution — that is, a
solution with no hard or soft constraint violatiod$he number of events in these instances
ranges between 200 and 400, the number of roomsebpt10 and 20, and the number of stu-
dents between 300 and 1000. Such values wereofdde trepresentative of practical time-
tabling problems, while also being of a managealde for competitors to conveniently test
and analyse their algorithms.

In all, fourteen entries were submitted to thickraf the competition, though one of these
was eventually withdrawn. Five finalists were trelected from the remaining thirteen en-
tries. In Table 3 we summarise the best resultswbee obtained by each of these finalists on
our own machines during the verification stageha tompetition. Further details on all of
these approaches and a full listing of all of tesuitts can be found on the competition web-

site.

Algorithm Ranl (1) (2) 3) 4) (5)
Instance :

1 0,57: 0, 6] 0,148. 0,15 0, 186:
2 0, 99: 0,547 0,163t 0,0 39, 217
3 0,164 0, 38: 0, 28¢ 0, 39 0,27
4 0, 31 0, 52¢ 0, 38t 0,239 0,42t
5 0,5 0,5 0, 55¢ 0, 3¢ 0,¢
6 0,0 0,0 0, 85 0, 8i 0, 2¢
7 0,¢€ 0,0 0, 1( 0,0 0, 1
8 0,0 0,0 0,0 0,¢ 0,¢€
9 0,5%6C 0,0 0,194 0,0 162, 273.
10 0,216: 0,0 0,174. 0,0 161, 269
11 0,178 0, 54¢ 0, 24( 0,54 0, 26:
12 0, 14¢ 0, 86¢ 0,47t 0,32 0, 80¢
13 0,0 0,0 0,67t 0, 16¢ 0, 28¢
14 0,1 0,0 0, 86¢ 0,0 0, 11(
15 0,0 0, 37¢ 0,0 0,0 0,t
16 0,z 0,19 0,1 0,41 0,13
17 0,0 0,1 0,t 0, 6¢ 0,7:
18 0,0 0,0 0,:< 0, 2¢ 0, 7(




19 0,182: 267,186. 0,186¢ 0,22 197, 226

20 0,445 0,121t 0, 59¢ 655, 273! 0, 87¢
21 0,0 0,0 0, 60: 0, 3¢ 0, 4(
22 0, 2¢ 0,0 0,136 0,0 0, 88¢
23 0,238 0, 43( 0, 68¢ 11,1270 0, 43¢
24 0,21 0, 72( 0, 82: 0, 3( 0, 37:

Table 3: Post-enrolment CTT track. Best resultslpeed in the final by the various competing al-
gorithms. Also included are the organisers’ reswitsch were not included officially as part of the
competition.

Table Key
(1) Hadrien Cambazard, Emmanuel Hebrard, Barry v8n, and Alexandre Papadopoulos (Cork Constr@mmnputation
Centre, Ireland): Mixed metaheuristic approachuduig tabu search and simulated annealing usednjuection with vari-
ous neighbourhood operators
(2) Mitsunori Atsuta, Koji Nonobe, and Toshihidatbki (Kwansei-Gakuin University, Japan): Combioatof a general
purpose constraint satisfaction solver, tabu seanchiterated local search techniques.
(3) Marco Chiarandini, Chris Fawcett, and HolgeHbbs (University of Southern Denmark): Hybrid alifom comprising a
constructive procedure for achieving feasibilitylldwed by applications of local search and sinedadinnealing for satisfy-
ing the soft constraints
(4) Clemens Nothegger, Alfred Mayer, Andreas Chiyatad Gunther Raidl (Vienna University of TechrmplpAustria):
Ant colony optimisation algorithm used in conjumctiwith a local improvement search routine.

(5) Tomas Muller (Purdue University, USA): Locahseh-based algorithm using routines taken fromGbmestraint Solver
Library. Various neighbourhood search algorithnesalso used to eliminate violations of hard and caorfistraints.

Recall that in practice, the winner of each tra@dswhosen according to the results obtained
from ten runs on each instance, and so the resuttss table do not necessarily correspond
with the final rankings of the competition. Howeythis table does highlight some interesting
features of the results. We see, for example,thivae of the five finalists achieved feasibility
on all instances at least once during the final. &%® see that winner of the competition
achieved the best results (tied or outright) irol e 24 instances, which was more than any
of the other entrants. One intriguing feature @sthresults is that instances 1, 2, 9, and 10 —
which are known to be highly constrained instane#h relatively small numbers of rooms
into which events can to be scheduled — seem teolved very well by algorithms (2) and
(4), with the remaining algorithms seeming to sglegwvith these considerably. However, al-
gorithms (2) and (4) do seem to find other instaroere difficult in some cases. It would be
interesting in the future to identify exactly wtepects of the various algorithms allow them
to achieve success on certain instances, and b tbese could be combined to form an algo-

rithm that is successful across a wider range ablpm instance.



6.3 Track 3: Curriculum-Based Course Timetabling

The third track of the competition is concernednw@urriculum based Course Timetabling
(Curriculum CTT). This problem consists of the wigegcheduling of lectures for several
university courses within a given number of roomd ime periods, where conflicts between
courses are set according to the curricula puldighethe University and not on the basis of
enrolment data.

This formulation applies to the University of Udifiealy) and also applies to many Italian
and indeed International Universities; althougis lightly simplified with respect to the real
problem to maintain a certain level of generality.

The problem consists of the following entities @#iefr description in the official technical re-
port of this problem [Di Gaspero et al (2007)], iéadale on the ITC2007 website):

Days, Timeslots, and Periods. We are given a number of teaching days in the wbghk-
cally 5 or 6). Each day is split in a fixed numloértimeslots, which is equal for all days. A
periodis a pair composed of a day and a timeslot. Tted tmmber of scheduling periods is
the product of the number of days and number aésiots per day.

Courses and Teachers. Each course consists of a fixed number of lecttod®e scheduled in
distinct periods, it is attended by a given numtiiestudents, and is taught by a teacher. For
each course there is a minimum number of days thietectures of the course should be
spread in, moreover there are some periods in whieleourse cannot be scheduled.

Rooms. Each room has a capacity, expressed in termsmbauof available seats. All rooms
are equally suitable for all courses (if large egigu

Curricula. A curriculum is a group of courses such that asy pf courses in the group have
students in common. Based on curricula, we havedhéicts between courses and other soft
constraints.

The solution of the problem is an assignment oé@op (day and timeslot) and a room to all
lectures of each course.

The set of hard constraints is the following:

Lectures: All lectures of a course must be scheduled, apg thust be assigned to distinct
periods. A violation occurs if a lecture is not edhled or two lectures are scheduled in the

same period.



Room Occupancy: Two lectures cannot take place in the same roatiersame period. Two
lectures in the same room at the same period represie violation. Any extra lecture in the
same period and room counts as one more violation.

Conflicts: Lectures of courses in the same curriculum orhitlbg the same teacher must be
all scheduled in different periods. Two conflictifegtures in the same period represent one
violation. Three conflicting lectures count as 8lations: one for each pair.

Availabilities: If the teacher of the course is not availableetch that course at a given pe-
riod, then no lecture of the course can be schddti¢hat period. Each lecture in a period un-

available for that course is one violation.
There are four soft constraints as follows:

Minimum Working Days: The lectures of each course must be spread ietgitren mini-
mum number of days. Each day below the minimum t0as 5 points of penalty.

Curriculum Compactness: Lectures belonging to a curriculum should be ashado each
other (i.e., in consecutive periods). For a givarriculum we account for a violation every
time there is one lecture not adjacent to any oiéwture within the same day. Each isolated
lecture in a curriculum counts as 2 points of pgnal

Room Capacity: For each lecture, the number of students thahcttiee course must be less
or equal than the number of seats of all the rotthatshost its lectures. Each student above the
capacity counts as 1 point of penalty.

Room Stability: All lectures of a course should be given in themsaoom. Each distinct
room used for the lectures of a course, but tis¢, foounts as 1 point of penalty.

The minimum working days and curriculum compactnass both ‘period pattern related’,
and similar to those in the other tracks, thoudfedin that penalties are assigned ‘per event’
whereas in the other tracks the penalties arespatent’. The room related penalty for room
capacity is soft here, though for comparison, isstered as a hard constraint in the other
tracks. The Room Stability is unique to this traak,the concept of a course being a set of
events is not used in the other tracks.

Twenty one instances were released for this trader each set (early, late, and hidden). All
instances are real data and come from the Uniyastit/dine. For all instances there exists at

least one feasible solution, but at the time afask the optimal values for the soft constraints



was not known (though some of them have now beledp Hidden instances have been
released only after the conclusion of the competiti

The number of courses in these instances rangee®et30 and 131, the total number of lec-
tures from 138 to 434, the number of rooms betweamd 20, and the number of curricula
between 13 and 150.

The actual formulation used at the University ofindg with respect to the one issued for

ITC2007, has the following extra features:

* A cost component dealing with the lunch break todents: at least one free slot
among those around the lunch time.

e The curriculum compactness feature is more commexl, specific patterns are
more penalized than others.

e There is a maximum daily student load for eachiculum.
* Some specific lectures must be (must not be) isecutive periods.

* Rooms might not be available in certain periods, #rey must be not suitable for

specific lectures.

e If a room is too big for a class, this is also pizmea (this is not only for the
unpleasant feeling that an empty room provokes,asd to save big rooms for

unforeseen activities).

* Weight assigned to soft violations are more compéexd they depend also on the
number of students in the curriculum.

» Teacher preferences on periods and rooms aremeilydied as soft constraints.
The only reason for which we have decided to renalvithe above features is to maintain a
certain degree of generality, so as to do notantb the participant the burden to understand
all the details of the formulation

Competitor Ran

e 1) ) ®) (4) (5)
1 0,5 0,5 0,5 0,5 0, 10
2 0,51 0, 55 0, 50 0,111 0,111
3 0, 84 0,71 0, 82 0, 128 0, 119
4 0, 37 0, 43 0, 35 0,72 0,72



5 330 0, 309 0, 312 0, 410 0, 426
6 0, 48 0, 53 0, 69 0, 100 0, 130
7 0, 20 0, 28 0, 42 0, 57 0, 110
8 0,41 0, 49 0, 40 0,77 0, 83
9 0, 109 0, 105 0, 110 0, 150 0, 139
1C 0, 16 0,21 0, 27 0,71 0, 85
11 0,0 0,0 0,0 0,0 0,3

12 0, 333 0, 343 0, 351 0, 442 0, 408
13 0, 66 0,73 0, 68 0, 98 0, 113
14 0, 59 0, 57 0, 59 0, 90 0, 84
15 0, 84 0,71 0, 82 0, 128 0, 119
16 0, 34 0, 39 0, 40 0,81 0, 84
17 0, 83 0,91 0, 102 0,124 0, 152
18 0, 83 0, 69 0, 68 0, 116 0, 110
18 0, 62 0, 65 0,75 0, 107 0, 111
2C 0, 27 0, 47 0, 61 0, 88 0, 144
21 0, 103 0, 106 0, 123 0,174 0, 169

Table 4: Best results produced in the final bywhgous competing algorithms.

Table Key

(1) Tomas Miller (Purdue University, USAee Table 4

(2) Zhipeng LU and Jin-Kao (Université d'Angergrice): Iterated Tabu Search with Kempe Chains

(3) Mitsunori Atsuta, Koji Nonobe, and Toshihidmtaki (Kwansei-Gakuin University, Japan)s¢e Table 4
(4) Martin Josef Geiger (University of Hohenheil@ermany): Threshold accepting local search

(5) Michael Clark, Martin Henz, Bruce Love (Metaparadi§te Ltd): Repair-based Local Search

In all, seventeen entries were submitted to tlaskirof the competition. In Table 4 we sum-
marise the best results out of 10 runs that wetaimdd by each of these finalists (ordered by
ranking in the competition) on our own machinesrythe verification stage of the competi-
tion. All solutions are feasible. Further detaifs al of these approaches and a full listing of
all of the results can be found on the competii@tsite.

As already mentioned in Section 5, the winner ahei@ack was chosen according to the re-
sults obtained from ten runs on each instance sarttie results in this table do not necessar-
ily correspond with the final rankings of the cortipen. In any case, the ranking is preserved
also in terms of number of best results obtainedd(ld face): 11 for solver (1), 6 for solver

(2), 5 for solver (3), 1 for solver (4), and nooe $olver (5).

7  Conclusions and Discussion
This paper has presented detailed informationingldb the 2nd International Timetabling
Competition. The competition rules have been petliand discussed along with the major

differences from the 1st Competition. In additibmitations of each of the new formulations



presented have been discussed as a means ofiilngtthe need for further work in address-
ing the identified gap which currently exists betweaesearch and practice in relation to this
research area. Results have been presented folog#te competition tracks along with de-
scriptions of the associated algorithms.

It should be noted that although the competitioa baen highly successful in bringing the
community together introducing new ideas and angafieneral interest in the field, the re-
sults should be treated with care due to programnsisues and the possibility of competitors
tuning their programs more accurately to the d&sadeis important to emphasise that the
competition serves more as an encouragement tarod®rs as opposed to an identifier of
best techniques. Just because an algorithm beatisest on some instances, it certainly does
not imply that it is a superior algorithm in gerlera

In order to help anyone that might be considerimganising a similar competition we now
briefly discuss some of the organisational diffimd that we encountered. The first difficul-
ties were associated with the inevitable ambigsitre natural language descriptions of the
problem constraints and objectives. Solution vadicawere provided to help resolve such
ambiguities. However, although straightforwards thras surprisingly time-consuming, espe-
cially on the curriculum-based and examination tab&ng with their many real-world objec-
tives. (In contrast, the course-based timetabliad) the advantage of building on the work of
the previous competition.) A recommendation woudd independently and well before the
start of the competition, to write separate vabdsat Also, the cross-checking of validators,
and if possible, the creation of declarative butpater readable encodings, for example, us-
ing integer programming, and then to also use thsssolution validators. Another practical
difficulty was that submissions often had slightlifferent formats for how to run the execu-
table. Although this gave no grave problems, itlddead to a very time-consuming adjust-
ment for each submission. For the future, the aath@uld recommend that some form of
test harness is provided in advance, that spegfiesisely the required interface to the sub-
mitted solvers, and stringently demand that subionssespect the interface.

Overall it can be surprisingly difficult to creaseset of benchmarks and then run a competi-
tion. However, it is important to do so becauseetabling in the literature is beset by pub-

lished peer-reviewed papers for which the congisaare specific to one institution, the algo-



rithms being "one-off"s and the data not being . This feature means that the scientific
value of such papers to science is often reducetipany such papers are quickly forgotten.
In this paper, we described work that althoughdeseloping new algorithms in and of itself,

we still believe will have longer term value, bypporting such algorithm development, and

so enhancing science and pushing forward research.

References

Abdullah et al. (2007): S. Abdullah, E.K. Burke addMcCollum, Using a Randomised Iterative Im-
provement Algorithm with Composite NeighbourhooduStures for the University Co2xurse
Timetabling Problem, accepted for publication intddeuristics - Progress in Complex Sys-
tems Optimization (eds. K.F. Doerner, M. GendrdauGreistorfer, W.J. Gutjahr, R.F. Hartl
and M. Reimann), to appear in the Springer Oparativesearch / Computer Science Interfac-

es Book series, 2007.

Borning et al (1987): Alan Borning, Robert DuisheBjprn Freeman-Benson, Axel Kramer and Mi-
chael Woolf . Constraint hierarchigsCM SIGPLAN Noticesdlume 22 , Issue 12 (Decem-
ber 1987) Pages: 48 - 60 Year of Publication7188SN:0362-1340
http://portal.acm.org/citation.cfm?id=38807.388128sGUIDE&dI=GUIDE

Burke et al. (2004): Burke, E.K., Bykov, Y., NeWwal.P., Petrovic, S., (2004) “A Time-Predefined
Local Search Approach to Exam Timetabling ProblemE"Transactions 36(6), 509-528.

Carter et al. (1996): M.W. Carter, G. Laporte and.%ee. (1996). Examination timetabling: Algo-
rithmic strategies and applicatiodaurnal of Operational Research Society(3): 373-383.

Chiarandini et al.(2006): M. Chiarandini, M. Biratt K. Socha, and O. Rossi-Doria, An effective hy-
brid approach for the university course timetablingroblem Journal of Schedulingd (5):
403--432, 2006.

Di Gaspero et al. (2007), L. Di Gaspero, B. McCaljand A. Schaerf. The second International time-
tabling competition (ITC2007): Curriculum-based smitimetabling (track 3). Technical Re-
port QUB/IEEE/Tech/ITC2007/CurriculumCTT/v1.0/1, Heol of Electronics, Electrical En-
gineering and Computer Science, Queen’s UniverBig¥fast (UK), August 2007.



Di Gaspero and Schaerf (2006), L. Di Gaspero an8chaerf, Neighborhood portfolio approach for
local search applied to timetabling problemsurnal of Mathematical Modeling and Algo-
rithms 5 (1) 65--89, 2006, DOI: 10.1007/s10852-005-9032

Dueck, G., (1990), “Threshold Accepting: A Gend?Parpose Optimization Algorithm Appearing Su-
perior to Simulated Annealing”, J. Computationay$tbs, Vol. 90, 161-175.

ITC (2002): http://www.idsia.ch/Files/ttcomp2002tcessed July 2008.

ITC (2007): http://www.cs.qub.ac.uk/itc200Accessed August 2008.

Kostuch (2005): Ph. Kostuch, The university counsetabling problem with a three-phase approach.
In Edmund Burke and Michael Trick, editors, Préd¢he 5th Int. Conf. on the Practice and
Theory of Automated Timetabling (PATAT-2004),eted papers}, volume 3616 of Lecture
Notes in Computer Science}, pages 109--125, Beétkidelberg, 2005. Springer-Verlag.

Lewis (2008): Lewis, R. A Survey of Metaheuristiasied Techniques for University Timetabling
Problems". OR Spectrum, vol 30 (1), pp 167-190.

Lewis et al (2007a): Lewis, R., Paechter, R., M&@uol| B., Post Enrolment based Course Time-
tabling: A Description of the Problem Model used Twack Two of the Second International
Timetabling Competition, Cardiff Working PapersAacounting and Finance A2007-3. Pri-
fysgol Caerdydd/ Cardiff University, Wales. ISSN'5D-6658, v 1.0.

Lewis et al. (2007b): R. Lewis, B. Paechter, andROssi-Doria. Metaheuristics for University Course
Timetabling. In Evolutionary Scheduling (StudiesGomputational Intelligence, vol. 49), K.
Dahal, Kay Chen Tan, P. Cowling (Eds.) Berlin: 8per-Verlag, pp 237-272

McCollum(2007a), McCollum, B., A Perspective ondjing the Gap between Theory and Practice in
University Timetabling, Practice and Theory of Ami@ted Timetabling VI, Springer LNCS
Vol 3867, 2007, pp 3-23.

McCollum (2007b), McCollum, B., McMullan, P., Burke.K., Parkes, A.J., Qu, R., The second In-
ternational timetabling competition (ITC2007): Exaation Timetabling Track. Technical
Report QUB/IEEE/Tech/ITC2007/Exam/v4.0/17, SchobEtectronics, Electrical Engineer-
ing and Computer Science, Queen’s University, BelfdK), August 2007.

McMullan P. (2007) An Extended Implementation of tBreat Deluge Algorithm for Course Time-
tabling, Computational Science — ICCS 2007, Spring¢CS Vol 4487, July 2007, pp 538-
545.



Lewis et al. (2007), R. Lewis, B. Paechter, andROssi-Doria. Metaheuristics for University Course
Timetabling. In Evolutionary Scheduling (StudiesGomputational Intelligence, vol. 49), K.
Dahal, Kay Chen Tan, P. Cowling (Eds.) Berlin: 8per-Verlag, pp 237-272

Qu et al. (2007), R. Qu, E.K. Burke, B. McCollumTLG. Merlot, and S.Y. Lee. The State of the Art
of Examination Timetabling. Technical Report NOTFTR-2006-4, School of CSiT, Uni-

versity of Nottingham.

Schaerf (1999), A. Schaerf., A survey of automaireeétabling, Artificial Intelligence Review, 13 (2)
87--127, 1999.

Schaerf and Di Gaspero (2007), A. Schaerf and LGBépero, Measurability and Reproducibility in
University Timetabling Research: Discussion andoBsals. In Edmund Burke and Hana Ru-
dova, editors, Proc. of the 6th Int. Conf. on Bractice and Theory of Automated Time-
tabling (PATAT-2006), selected papers, volume7386Lecture Notes in Computer Science,

pages 40--49, Berlin-Heidelberg, 2007. Springeriager



