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Abstract

We present a robust Dirichlet process for estimating survival functions from samples with right-
censored data. It adopts a prior near-ignorance approach to avoid almost any assumption about the
distribution of the population lifetimes, as well as the need of eliciting an infinite dimensional param-
eter (in case of lack of prior information), as it happens with the usual Dirichlet process prior. We
show how such model can be used to derive robust inferences from right-censored lifetime data. Ro-
bustness is due to the identification of the decisions that are prior-dependent, and can be interpreted
as an analysis of sensitivity with respect to the hypothetical inclusion of fictitious new samples in the
data. In particular, we derive a nonparametric estimator of the survival probability and a hypothesis
test about the probability that the lifetime of an individual from one population is shorter than the life-
time of an individual from another. We evaluate these ideas on simulated data and on the Australian
AIDS survival dataset. The methods are publicly available through an easy-to-use R package.

1 Introduction

Studies are conducted daily to compare the survival time of individuals of different medical, demo-
graphic, environmental, and behavioral characteristics. For instance, consider the Australian AIDS
dataset [24, 28], where analyses suggested that a difference in survival time existed when discriminating
individuals with AIDS by the use (or not) of drugs (for whom a different survival was arguably expected),
but also suggested that individuals with AIDS from the Queensland region in Australia have significantly
worse survival time than those from the New South Wales region. Even if the latter conclusion has been
questioned in those studies because survival difference associated with Australian regions was at first not
expected, no formal analysis was used to assess the reliability of the result. This is a common situation
in practice, partially related to the lack of methods with such purpose. Reliability of conclusions often
come at a later stage by comparing the obtained results with those of other studies. The overall goal
of this work is to provide interpretable and easy-to-use reliable methods for survival estimation and for
testing differences in survival time. We address this problem from a Bayesian nonparametric perspective.
In particular, we consider a Bayesian nonparametric approach based on a robust Dirichlet prior process.

Bayesian nonparametric procedures have appeared after [9], who introduced the Dirichlet process
(DP). DP priors are behind the most popular Bayesian nonparametric models, and a number of authors
have proposed nonparametric approaches based on them to estimate survival functions with censored
data [6, 26, 33]. In particular, [26] developed an estimator for survival functions that converges to the
Kaplan-Meier estimator as the prior strength of the DP goes to zero. An extension to the so-called
“neutral to the right” priors was considered by [10]. Other authors focus on the hazard function; for
instance, [12] uses Beta processes to develop a Bayesian estimator for the cumulative hazard.
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A DP is completely characterized by its prior strength (or precision), which is a positive scalar
number, and a prior base probability measure, which is an infinite-dimensional “parameter”. Without
detailed prior information, the subjective choice of the infinite-dimensional prior base measure may be
difficult and may considerably affect inferences, leading to non-robust decisions. Generalizing earlier
ideas developed in Bayesian parametric robustness [4, 5] and near-ignorance models [4, 21, 29], our first
contribution is to adopt a viewpoint that models incomplete prior information by considering, instead of
a single prior probability measure, the family of all probability measures that are compatible with the
available information ( [2]; [1]). In this view, one models the lack of prior information by considering the
set of all DP priors with fixed prior strength, and with normalized base measure free to vary within the set
of all probability measures. The only required parameter is the prior strength (a positive scalar), and thus
we refer to this prior as near-ignorance DP (or IDP) ( [2]; [1]). On the one hand, this viewpoint simplifies
prior elicitation; on the other hand, it provides an extra level of robustness, because for all inferences it
is able to estimate bounds for the inferences that are independent of the prior base probability measure.

Based on the IDP, we propose a simple and robust estimator for the survival probability under a
scenario with right-censored data. This can be seen as a generalization to continuous spaces of the work
of [7], who takes a different approach for survival analysis and considers a finite partition of the con-
tinuous timeline (which depends on the observed events) in order to apply the (discrete and parametric)
Imprecise Dirichlet Model [30]. Our IDP approach naturally reduces to that model when only a finite
partition of the space is considered, yet it allows us to model survival data in continuous-time domains
in a natural way. The probabilistic interpretation of posterior distributions provided by the IDP approach
gives a straightforward way to quantify the uncertainty of the predictions. When it comes to estimating
the prediction performance, we show on artificial data that despite the actual curves differ little from
those estimated with Kaplan-Meier, the credible intervals of IDP are more reliable than Kaplan-Meier’s
linear (and log-transformed) confidence intervals obtained from Greenwood’s formula.

Our second contribution is to use the IDP survival function estimator to develop a hypothesis test
for the probability P(X < X ′) that an individual from a population survives for a time X shorter than the
survival time X ′ of an individual from another population. We call this test generalized IDP rank-sum
test (or IDP test for short), since it extends the procedure proposed in [2] to right-censored data. Many
authors have considered the problem of comparing two survival curves and proposed several tests. [16]
provide a review of the different tests and compare them on a number of artificial datasets. The most
commonly used tests are the log-rank test [18] and some generalizations of the Mann-Witney-Wilcoxon
rank-sum test [17,32], which are more powerful in case of early differences in the hazard function, since
they weight more the first part of the survival curve. However, there are no clear recommendations as to
which test is the best with respect to differences in the hazard function and in the setting of samples (with
respect to number of observations and censoring distributions). Moreover, those tests are designed to
detect generic differences between the two curves, whereas often we are interested in verifying whether
the probability of survival is significantly larger in one population when compared to another. Those
tests might be less reliable for such purpose, which is for instance prominent in case of crossing hazards.
IDP allows deriving the posterior probability distribution of P(X < X ′) and thus it is well suited to test
directional hypothesis such as P(X < X ′)> 1/2, or equivalently P(X < X ′)> P(X ≥ X ′) (meaning that
it is more probable that an individual of the first population has shorter life than an individual of the
second population rather than longer or equal). When it comes to decision making, we can interpret
the IDP model in two ways. A first way, more strictly related to prior near-ignorance models, verifies
whether decisions are prior-dependent or not given a predefined value of the prior strength. Decisions
are taken only when they do not depend on the choice of the prior. A second, perhaps more intuitive,
interpretation considers the upper and lower bounds given by the IDP model as obtained by adding
in the most favorable/unfavorable positions a number of fictitious data equal to the strength of the DP
prior. This is possible because we demonstrate that upper and lower posterior bounds are obtained by
considering discrete priors made of a finite number of Dirac delta functions. This interpretation of the
IDP shares some similarity with the method of influence curves used in robust analysis ( [11,13]) to study
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how an estimator varies when a new observation is added. In light of this interpretation, we consider as
an indicator of robustness of the IDP test decision the minimum number of individuals that, if added to
the available samples, could make the test contradict its decision (that is, the minimum prior strength that
would make the decision prior-dependent).

The IDP test is widely applicable in clinical trials, and can be of interest also in reliability analysis
of industrial components or social sciences, where X and X ′ represent the time to an event of interest. We
will show through numerical simulations that the test is more consistent than traditional ones, especially
in the case of non-proportional hazards, and that the IDP test can identify when decisions taken by the
log-rank and Wilcoxon-type tests are not robust. We will also show that the results of the IDP test cannot
be easily reproduced by the simple decrease of the significance level of the traditional tests (typically used
to increase robustness); indeed, the IDP test provides a more sensible way to achieve reliable results.

Besides experiments using simulated data, we analyze the Australian AIDS dataset [24, 28]. Pre-
vious analyses suggested that a difference in survival time of AIDS patients existed when considering
use (or not) of drugs, disease transmission, as well as Australian regions [24] (even though it is acknowl-
edged that this last finding required further investigation), but not when considering gender. Our IDP test
confirms those findings and outputs how reliable they are. In particular, the IDP test confirms that the
survival time difference identified by traditional tests between individuals of distinct Australian regions
is not reliable and that further information is needed, thus providing a mathematical model and reasoning
that clarifies previous results.

2 Robust estimation of survival probabilities from right censored data

Let X1, . . . ,Xn be independent random variables describing the lifetimes of n individuals which are cen-
sored on the right by n independent follow up times Y1, . . . ,Yn which are also independent of X1, . . . ,Xn.
The Xi are identically distributed (as X) with cumulative distribution function (CDF) F(t). It will be
slightly more convenient in what follows to deal with survival functions S(t) = 1−F(t). In practice, we
can only observe the event (either death or censoring) that occurs first, and thus each observation of the
sample Zn = {(Z1,d1), . . . ,(Zn,dn)} includes the time of the observation, Zi = min(Xi,Yi), and the indi-
cator di which is 1 if Xi < Yi and 0 otherwise. In this work we only consider non-informative censoring,
which occurs if individuals leave the trial independently of their actual state. Our main goal is to esti-
mate the survival function S(t). Let us define X̃1, . . . , X̃nd as the subset of nd uncensored observations (for
which di = 1) and Ỹ1, . . . ,Ỹnc the subset of nc = n−nd censored observations (for which di = 0). Without
loss of generality, we assume that Zi, X̃i and Ỹi are ordered. For ease of presentation, it is assumed that
X and Y are continuous and there are no ties; however, if ties are present, one can still use the results of
this paper by introducing between tied observations a fictitious distance going down to zero [8].

A traditional nonparametric estimator for the survival function from lifetime data is the Kaplan-
Meier (KM) estimator [14]:

Ŝ(t) = ∏
X̃i≤t

n+i
ni

, (1)

where ni = n− i+ 1 and n+i = n− i are the numbers of individuals at risk at time X̃i and just after X̃i,
respectively (that is, the individuals that have not yet been removed from the sample by censoring or
death). The variance of this estimator is (usually) approximated by Greenwood’s formula:

E[(Ŝ(t)−E[Ŝ(t)])2] = ∑
X̃i≤t

Ŝ2(t)
nin+i

, (2)

and pointwise confidence intervals are based on the assumption of normality for the distribution of Ŝ(t).

3



However, this is a rather rough assumption if n is small and Ŝ(t) is close to 1 or 0. A better approximation
assumes normality for the logarithmic transformation of the hazard function [19].

For the purpose of Bayesian nonparametric estimation, the Dirichlet process [9] can be used. Let X
be a standard Borel space with Borel σ -field BX and P be the space of probability measures on (X,BX)
equipped with the weak topology and the corresponding Borel σ -field BP. Let M be the class of all
probability measures on (P,BP). We call the elements µ ∈M nonparametric priors. An element of M is
called a DP distribution Dp(α) with base measure α if for every finite measurable partition B1, . . . ,Bm of
X, the vector (P(B1), . . . ,P(Bm)) has a Dirichlet distribution with parameters (α(B1), . . . ,α(Bm)), where
α(·) is a finite positive Borel measure on X. Said s = α(X) the prior strength of the DP and α∗ = α/s
the normalized base measure, we will use Dp(s,α∗) as an alternative notation equivalent to Dp(α);
moreover, if X = R, we shall also describe P ∼ Dp(s,α∗) by saying P ∼ Dp(s,G), where G stands for
the cumulative distribution function (CDF) of α∗. As F(t) = P(0, t] and S(t) = 1−P(0, t], hereafter we
will refer indifferently to Dp(s,α∗) as the prior of P, F(t) and S(t).

Consider the partition B1 and Bc
1 = X\B1; then, if P ∼ Dp(s,α∗), from the definition of DP we

have that (P(B1),P(Bc
1))∼Dir(sα∗(B1),s(1−α∗(Bc

1))), which is a Beta distribution. From the moments
of the Beta distribution, we can thus derive that:

E [P(B1)] = α∗(B1), E [(P(B1)−E [P(B1)])
2] =

α∗(B1)(1−α∗(B1))

(s+1)
, (3)

where we have used the calligraphic letter E to denote expectation with respect to the Dirichlet process.
This shows that the normalized measure α∗ of DP reflects the prior expectation of P, while the scaling
parameter s controls how much P is allowed to deviate from its mean.

Let f be a real-valued bounded function on X. We call E[ f ] =
∫

f dP a predictive inference about
X , where P is a probability measure on (X,BX). If P ∼ Dp(s,α∗), then the expectation with respect to
the Dirichlet process of E[ f ] is

E
[
E( f )

]
= E

[∫
f dP

]
=
∫

f dE [P] =
∫

f dα
∗. (4)

One of the most remarkable properties of DP priors is that the posterior distribution of P is again
a DP. Let X1, . . . ,Xn be independent and identically distributed samples from P and P∼Dp(s,α∗). Then
the posterior distribution of P given the observations is

P|X1, . . . ,Xn ∼ Dp

(
s+n,

s
s+n

α
∗+

1
s+n

n

∑
i=1

δXi

)
, (5)

where δXi is an atomic probability measure centered at Xi. This means that the Dirichlet process satisfies
a property of conjugacy, in the sense that the posterior for P is again a Dirichlet process with updated
unnormalized base measure α +∑

n
i=1 δXi . From (3) and (5) we can easily derive the posterior mean and

variance of P.

If we use Dp(s,α∗) as prior for the distribution of S(t), then the posterior distribution given the
sample Zn of randomly censored observations is a mixture of Dirichlet processes [6] and thus the conju-
gacy property is not satisfied anymore when data are censored. The p-th order moment of the posterior
distribution of S(t) is [26]

E [S(t)p|Zn] =
p−1

∏
j=0

α(t,∞)+n+t + j
s+n+ j ∏

Ỹi≤t

α[Ỹi,∞)+ni + j
α[Ỹi,∞)+n+i + j

, (6)

where nt and n+t are the numbers of individuals at risk at time t and just after t. Here, as in the rest of
the paper, the product is taken to be one if the number of factors is zero (that is, if t < Ỹ1). All prior
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inferences about S(t) are fully determined by the choice of α∗, which reflects our prior guess about the
distribution of X , and s, which reflects the strength of our belief in such guess. In the absence of prior
information about the distribution of X , choosing the infinite dimensional parameter α∗ may be hard
and arbitrary, and may affect the reliability of posterior inferences. The only solution to this problem
that has been proposed so far is the limiting DP obtained when the prior strength goes to zero. This
model has been subject to some controversy, since it is not actually non-informative and assigns zero
posterior probability to any set that does not include the observations (see [25] for a detailed discussion).
This situation is aggravated in survival analysis with censored data. In this case, the posterior survival
distribution may assign positive probability to survival times later than that of the latest observed lifetime;
since there are no observed deaths there, the posterior distribution will depend on the prior base measure
even if the prior strength goes to zero. As a consequence, this choice of prior does not always remove the
dependence of the posterior inferences from the prior base measure. Therefore, we propose a different
choice, which calls back to the ideas of sets of prior probabilities and near-ignorance models [4, 21, 29].

Definition 1. Let µ ∈M be a nonparametric prior on P and Eµ [E( f )] be the expectation of E[ f ] with
respect to µ . A class of nonparametric priors T ⊂M is called a prior ignorance model for predictive
inferences about X if, for any real-valued bounded function f on X, it satisfies:

E [E( f )] = inf
µ∈T

Eµ [E( f )] = inf
x∈X

f (x), E [E( f )] = sup
µ∈T

Eµ [E( f )] = sup
x∈X

f (x) , (7)

where E [E( f )] and E [E( f )] are the lower and upper bounds of Eµ [E( f )], respectively. �

From (7) it can be observed that the range of Eµ [E( f )] under the class T is the same as the
original range of f . In other words, by specifying the class T , we are not giving any information
on the value of the expectation of f . Here, we have focused on the expectation of f as most of the
nonparametric predictive inferences about a variable X can be expressed in terms of expectations of f ,
i.e.,

∫
f (X)dPX = E[ f ]. For instance, in this paper we are interested in S(t) =

∫
∞

t dF(x) = E[ ft(x)] with
ft(x) = I(t,∞)(x). Therefore, being prior ignorant on this kind of inferences is important in nonparametric
statistics. Note that, if T is a prior ignorance model, then all sets T ∗ including T as a subset are prior
ignorance models. However, a set of priors should not be too large otherwise the posterior inferences
would become too little informative to be of any practical use. For instance, if we take T = M, that
is, the largest possible set of priors, we have a prior ignorance model whose posterior inferences remain
vacuous, or, in other words, a model that cannot learn from data [29, Sec. 7.3.7]. Such model would be
useless in practice.

We are now ready to define the IDP.

Definition 2. We call prior near-ignorance DP (or IDP) the class T of DPs such that

T = {Dp(s,α∗) : ∀α∗ ∈ P} .

�

Thus, the IDP set of priors is obtained by fixing the prior strength s and letting the normalized
base measure α∗ vary in the set of all probability distributions P. We say that the IDP is a model of
near-ignorance because to define it the modeler has to choose s. By considering the DP priors with base
measures concentrated on the values of X that give the inf and sup of f it is easy to see from (4) that T
verifies (7).

Given independent and identically distributed X1, . . . ,Xn from P ∼ Dp(s,α∗), the posterior lower
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and upper bounds of Eµ [E( f )|X1, . . . ,Xn] are [2]:

E
[
E( f )|X1, . . . ,Xn

]
=

s
s+n

inf
x∈X

f (x)+
∑

n
i=1 f (Xi)

s+n
,

E
[
E( f )|X1, . . . ,Xn

]
=

s
s+n

sup
x∈X

f (x)+
∑

n
i=1 f (Xi)

s+n
,

(8)

and the effect of prior near-ignorance vanishes asymptotically, that is, it holds (for any finite s)

E
[
E( f )|X1, . . . ,Xn

]
−E

[
E( f )|X1, . . . ,Xn

]
=

s
s+n

(sup
x∈X

f (x)− inf
x∈X

f (x))→ 0 , for n→ ∞ .

Moreover, from (8), it also follows that if we collect n i.i.d. random variable X1, . . . ,Xn the IDP esti-
mates converge to Σ as n→ ∞, where Σ = limn→∞

∑
n
i=1 f (Xi)

s+n . Therefore, IDP provides an asymptotically
consistent estimator of Σ.

2.1 Survival curve estimator

We apply the IDP to obtain a robust estimator of the survival function S(t) and provide credible intervals
for its value. As the IDP is a prior near-ignorance model, we have that prior inferences for the sur-
vival function S(t) = E[I(t,∞)(x)] at a given time t are vacuous. Theorem 1, whose proof is given in the
supplementary material, gives the posterior moments of the survival function S(t) when using the IDP
approach.

Theorem 1. Given the IDP prior, the posterior lower and upper p-th order moments of S(t) are

E [S(t)p|Zn] =
p−1
∏
j=0

n+t + j
n+t + s+ j

∏
X̃i≤t

n+i + s+ j
ni + s+ j

, E [S(t)p|Zn] =
p−1
∏
j=0

∏
X̃i≤t

n+i + s+ j
ni + s+ j

, (9)

and are obtained for the prior DP with base probability measure α∗ = δX0 , where X0 = t for the lower
expectation, and X0 > t for the upper expectation. �

Hereafter, we will denote by µ
t

and µ t the prior measures that give, respectively, the lower and
the upper moments of S(t). In the interpretation of the prior δX0 as fictitious data (deaths in this case),
we can see that the upper bound for S(t) is found when all fictitious deaths happen after the time of
interest, i.e. X0 > t, whereas the lower is obtained when they happen at X0 = t. From (9) we can see
that the imprecision E [S(t)p|Zn]− E [S(t)p|Zn] increases at the increase of s and that if s→ ∞ then
E [S(t)p|Zn]→ 0 and E [S(t)p|Zn]→ 1. When s→∞ we are in the situation discussed in Section 2 where
the set of priors T =M is too large and thus the model cannot learn from data.

From (9) we can also derive upper and lower bounds for the expectation of S(t),

E [S(t)|Zn] =
n+t

s+n+t
∏

X̃i≤t

s+n+i
s+ni

, E [S(x)|Zn] = ∏
X̃i≤t

s+n+i
s+ni

, (10)

and state the following result:

Corollary 1. The upper and lower bounds in (10) for the expectation of S(t) always encompass the KM
estimate Ŝ(t). �
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We can see that the difference between the bounds of Eµ [S(t)|Zn], which is

E [S(t)|Zn]−E [S(t)|Zn] =
s

s+n+t
∏

X̃i≤t

s+n+i
s+ni

,

goes to zero for n+t → ∞. From this and from the result in Corollary 1, it follows that the IDP estimator
converges to the Kaplan-Meier one, which, for t ≤ maxi{Zi}, is a uniformly consistent estimator of
S(t) [31].

The posterior distribution of S(t) derived from the IDP is used to build credible intervals for the
survival function without resorting to the Gaussian approximation. We define the pointwise two-sided
100(1− γ)% credible interval [S∗(t),S∗(t)] for S(t), as the symmetric interval having lower probability
1− γ of including the true value; that is, we want to ensure probability at least 1− γ that S∗(t)≤ S(t)≤
S∗(t). Such interval is obtained by solving the equations:

E
[
IS(t)≤S∗(t)

∣∣Zn
]
= 1− γ/2 , and E

[
IS(t)≥S∗(t)

∣∣Zn
]
= 1− γ/2 , (11)

with I the indicator function. This implies that

Eµ

[
IS∗(t)≤S(t)≤S∗(t)

∣∣Zn
]

= 1−
(
1−Eµ

[
IS(t)≥S∗(t)

∣∣Zn
])
−
(
1−Eµ

[
IS(t)≤S∗(t)

∣∣Zn
])

= Eµ

[
IS(t)≥S∗(t)

∣∣Zn
]
+Eµ

[
IS(t)≤S∗(t)

∣∣Zn
]
−1

≥ 1− γ.

Theorem 2. Given the IDP prior, the posterior lower bounds of Eµ

[
IS(t)≤a

∣∣Zn
]

and Eµ

[
IS(t)≥a

∣∣Zn
]

are
found for the same priors that give, respectively, the upper and the lower moments of S(t). That is,

E
[
IS(t)≤a

∣∣Zn
]
= Eµ t

[
IS(t)≤a

∣∣Zn
]
, and E

[
IS(t)≥a

∣∣Zn
]
= Eµ

t

[
IS(t)≥a

∣∣Zn
]
.

�

Deriving analytical expressions for these expectations is usually a difficult task, especially as the
number of observations increases, since conjugacy does not hold in case of censored data. Nevertheless,
we have developed an efficient method for the numerical computation of posterior upper and lower
distributions of S(t) by Monte Carlo sampling, based on the fact that they correspond to the atomic priors
in Theorem 1 (theoretical derivations and additional technical details are given in the supplementary
material).

2.2 Comparison of survival curves

Let X and X ′ be lifetimes of individuals from two populations, F1 and F2 their distribution functions and
S1 and S2 their survival functions; we want to test the hypothesis P(X < X ′)≤ 1/2 against P(X < X ′)>
1/2, which resembles a standard Wilcoxon sum-rank test. For this, we need to estimate

P(X < X ′) =
∫

F1(t)dF2(t) =
∫ [

1−S1(t)
]
d[−S2(t)]

based on samples Zn and Z′n′ of n and n′ observations from S1 and S2, respectively, which are assumed
to be independent. We take as prior distributions for S1 and S2 the Dirichlet Processes µ1 = Dp(s,G1)
and µ2 = Dp(s,G2), respectively (we use the same s for ease of presentation, but that is not a limitation).
Then, by the properties of the IDP, it follows that a-priori: Eµ1,µ2 [P(X < X ′)] =

∫
G1(t)dG2(t). The IDP

satisfies the condition of prior near-ignorance, hence a-priori we are fully ignorant about the hypothesis
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P(X < X ′)≤ 1/2. Using IDP, the hypothesis test can be performed in two steps. First, we define a loss
function [3, Ch 4.4]

L(P,a) =

{
k0 · I{P(X<X ′)> 1

2}
, if a = 0 ,

k1 · I{P(X<X ′)≤ 1
2}
, if a = 1 ,

(12)

where a is our action and k0 is the loss we incur by taking the action a = 0 (that is, declaring that
P(X < X ′) ≤ 1

2 ) when actually P(X < X ′) > 1
2 , while k1 gives the loss we incur by taking the action

a = 1 (that is, declaring that P(X < X ′) > 1
2 ) when actually P(X < X ′) ≤ 1

2 . Second, we compute the
expected value of this loss and we choose a = 1 if Eµ1,µ2 [L(P,0)|Zn,Z′n′ ]≥ Eµ1,µ2 [L(P,1)|Zn,Z′n′ ], i.e.,

k0Eµ1,µ2

[
I{P(X<X ′)> 1

2 }
|Zn,Z′n′

]
≥ k1Eµ1,µ2

[
I{P(X<X ′)≤ 1

2 }
|Zn,Z′n′

]
⇒ Eµ1,µ2

[
I{P(X<X ′)> 1

2}
|Zn,Z′n′

]
≥ k1

k0 + k1
,

(13)

and a = 0 otherwise. When the above inequality is satisfied, we can declare that P(X < X ′) > 1
2 with

probability at least k1
k0+k1

. For comparison with the traditional test we will take k1
k0+k1

= 1− γ , where
γ is the significance level of the test (usually the notation α is used, but α has another meaning here);
notice however that, while a principled way of choosing γ is lacking in the traditional tests, we can
set it in a more informed way based on the losses k0 and k1 expected in case of error. Finally, ac-
cording to the decision rule in (13), we verify whether E

[
I{P(X<X ′)> 1

2 }
∣∣Zn,Z′n′

]
> 1− γ , and whether

E
[
I{P(X<X ′)> 1

2}
∣∣Zn,Z′n′

]
> 1− γ , and then:

1. If both inequalities are true, we declare that the probability of longer survival is higher for the first
group than for the second group with probability greater than 1− γ .

2. If both inequalities are false, we declare that the probability of longer survival is higher for the first
group than for the second group with probability lower than the desired probability of 1− γ .

3. If the left-hand inequality is false but the right-hand inequality is true, we are in an indeterminate
situation.

Thus, to perform the test we need to compute lower and upper bounds for the probability that
P(X < X ′)> 1

2 . Lower bounds for the expectation of P(X < X ′) and the probability of P(X < X ′)> 1
2 in

the case of censored data are given in the two following theorems. Similar results can be found for the
upper bounds.

Theorem 3. The lower bound of the expectation of P(X < X ′) is found using the DP priors µ1 =
Dp(s,α∗10) and µ

2
= Dp(s,α∗20) with base probability measure

dα10 = sδZ0 , dα20 = s∑
n′
i=0 πiδZ′+i

, (14)

where Z0 > max{Z1, . . . ,Zn,Z′1, . . . ,Z
′
n′}, Z′i < Z′+i < Zi+1, with i = 0, . . . ,n′, Z′0 = 0 and Z′n′+1 = ∞, and

where π = (π0,π1, . . . ,πn′) is a vector of weights verifying πi = 0 if d′i = 1 and ∑
n′
i=0 πi = 1. The vector π

is obtained by minimizing the expectation

Eµ1,µ2
[P(X < X ′)|Zn,Z′n′ ] =

nd

∑
i=1

(
E [S1(X̃i−1)|Zn]−E [S1(X̃i)|Zn]

)
E [S2(X̃i)|Z′n′ ], (15)

where X̃0 = 0, E [S1(t)|Zn] is given by (10), and the posterior expectation of S2(t) is derived from (6) and
is equal to:

Eµ
2
[S2(t)|Z′n′ ] = ∏

Z′i≤t

α20(Z′i ,+∞)+n′i−d′i
α20[Z′i ,+∞)+n′i

.

8



�

Theorem 4. The infimum of the probability that P(X < X ′) > 1
2 is found for the DP priors µ1 =

Dp(s,α∗10) and µ∗
2
= Dp(s,α∗20) with base probability measure

dα10 = sδZ0 , dα20 = s∑
n′
i=0 π ′i δZ′+i

, (16)

where Z0 > max{Z1, . . . ,Zn,Z′1, . . . ,Z
′
n′}, Z′i < Z′+i < Zi+1, with i = 0, . . . ,n′, Z′0 = 0 and Z′n′+1 = ∞, and

where π ′ = (π ′0,π
′
1, . . . ,π

′
n′) is a vector of weights that verifies π ′i = 0 if d′i = 1 and ∑

n′
i=0 π ′i = 1. The

vector π ′ is obtained by minimizing Eπ ′ [IP(X<X ′)> 1
2
|Zn,Z′n′ ]. �

From these theorems we see that the extreme values of the expectation of P(X < X ′) and of
the probability of P(X < X ′) > 1

2 are found for discrete priors. Hence, the priors can still be easily
interpreted as additional deaths and the posterior distribution of P(X < X ′) at these priors efficiently
computed by Monte Carlo sampling (see proofs and results in the supplementary material). However,
while minimizing (15) can be reduced to a convex optimization problem, so that the prior µ

2
can be

easily found, the minimization problem in Theorem 4 is much more computationally expensive since
for each vector π ′ the objective function Eπ ′ [IP(X<X ′)> 1

2
|Zn,Z′n′ ] has to be computed by Monte Carlo

sampling. Thus, finding the exact extrema in this case is not tractable. Conservative bounds for the value
of Eµ1,µ2 [IP(X<X ′)> 1

2
|Zn,Z′n′ ] can be efficiently computed based on the following result.

Theorem 5. Let Sµt ,i, i = 1,2, be a process such that at each time t the distribution of Sµt ,i(t) is the
posterior distribution of Si(t) when the prior base measure is δt (that is, the one that gives the lower
expectation of Si(t)) and Sµ,i the posterior distribution of Si(t) when the prior base measure is δX0 ,
X0 > t. Then,

Eµ1,µ2

[
I{P(X<X ′)> 1

2}
∣∣Zn,Z′n′

]
≥ E

[
I∫ Sµt ,2(t)d[−Sµ,1(t)]> 1

2}
∣∣Zn,Z′n′

]
Eµ1,µ2

[
I{P(X<X ′)> 1

2}
∣∣Zn,Z′n′

]
≤ 1−E

[
I∫ Sµt ,1(t)d[−Sµ,2(t)]> 1

2}
∣∣Zn,Z′n′

]
.

(17)

�

We have verified in several case studies that, when s is small, the bounds in (17) are close to
the exact ones (see the supplementary material). Thus, for small s, they do not increase too much the
fraction of indeterminate instances. Instead, for large s these bounds are too rough and in most cases do
not lead to determinate decisions. For this reason, we propose to use a less conservative approach that
approximates the probability obtained using µ∗

2
with that obtained for µ

2
. In the absence of censoring

this result is exact as we have the equality between these two probabilities.

Theorem 6. In the absence of censoring, the upper and lower bounds of Eµ1,µ2

[
I{P(X<X ′)> 1

2 }
∣∣Zn,Z′n′

]
are found for the priors that give, respectively, the upper and lower expectation of P(X < X ′). �

Unfortunately, this result does not hold in case of censored data (see the supplementary material for
a counterexample). Then, the lower and upper probabilities obtained using µ

2
are inner approximations

of the correct ones, but we have verified empirically that the difference between them is very small (see
the supplementary material for more details). Moreover, results of the simulations in Section 3 show
that a test performed using this approximation is calibrated and more reliable than the traditional tests.
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Therefore, the use of the priors µ1,µ2
allows an efficient computation of the lower and upper probabilities

and, at the same time, provides a good approximation of the true lower and upper probabilities. For this
reason we suggest to use this approximation.

Although the IDP test shares several similarities with a standard Bayesian approach, it embodies
a change of paradigm when it comes to taking decisions. The IDP test has the advantage of producing
an indeterminate outcome when the decision about the hypothesis being tested is prior-dependent, that
is, the IDP test is able to tell whether the decision which minimizes the expected loss would change
depending on the DP base measure one chooses. Therefore, the IDP test is robust in providing a determi-
nate decision only when all DP priors in the class represented by the IDP agree. Indeterminate outcomes
indicate that collecting additional data could provide valuable further evidence to the decision maker.

To perform a sensitivity analysis of the test decision with respect to the possible values of the prior
strength s, we propose to evaluate the maximum value (smax) for which the decision remains determinate.
Then, we are guaranteed that by repeating the test with smax more observations in each group we will
never contradict the decision taken with the available data. In this view, smax can be seen as a measure of
robustness of the test decision. Notice that values of smax greater than 1 indicate already a quite robust
decision: for example, if smax = 2 we are implicitly considering the very unlikely event that all the 4
fictitious observations (2 for each group) fall in the most unfavorable position for the hypothesis under
test.

3 Simulations

Using simulated data, we compare the IDP estimator for survival functions with the traditional KM es-
timator, where we employ Greenwood’s formula plus the Gaussian approximation for the estimation of
confidence intervals regarding the survival probability. For obtaining the KM estimator, we use the R
package survival [27] and we consider both the linear plain confidence interval (which is rou-
tinely constructed by most statistical packages), and the interval built using a log-log transformation of
the cumulative hazard rate [19]. We consider simulated cases where lifetime data and follow up times are
generated from an exponential distribution, such that X1, . . . ,Xn,Y1, . . . ,Yn ∼ Exp(λ = 5). As an illustra-
tion, Figure 1 shows examples of survival curves estimated for n = 25 and n = 100 with 95% confidence
intervals for the log-log KM and the 95% credible interval defined in (11) for the IDP with s = 0.25.
While a (somewhat small) difference between the two estimators can be noticed for n = 25, the same is
unperceivable with n = 100. Notice however that the lower bound for the IDP credible interval accounts
better for the observed censored data. The lower bound of the IDP decreases at censoring times, thus
reflecting the fact that, after censoring, we have less individuals under observation and thus the estimate
we can (robustly) provide has wider uncertainty and, thus, wider credible intervals.

Figure 2 shows the coverage of the 95% intervals obtained by the IDP and the KM estimators (both
plain and log-log) over 1000 repetitions (and varying time instants). The plain KM confidence intervals
provide a coverage lower than the target value of 0.95, as it is known that Greenwood’s estimator tends
to underestimate the true variance of KM for small to moderate samples [19]. The log-log KM estimator
provides a better coverage than plain KM, but still below the target. Note that coverage decreases at
later time instants, which is exactly when fewer data are available for the estimation (fewer individuals at
risk). On the other hand, IDP is more robust and, in general, achieves a coverage slightly larger than 0.95.
If one chooses a very low value of s, for instance s = 0.01, then IDP cannot reach the target coverage
either. Table 1 presents coverages (averaged over all time instants) for different values of s. The greater
the choice of s the more conservative is IDP and the width of its credible intervals increases. In these
results, as it can be seen in Table 1, values for s above 0.5 are already too conservative. We take s = 0.25
for most experiments from now on, because in general it already achieves the desired coverage.
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(a) n = 25
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(b) n = 100

Figure 1: Survival curve estimates from the IDP (s = 0.25) and the log-log KM approaches after n
observations. The continuous lines represent the KM estimator (red line) and the lower (thin black line)
and upper (thick black line) IDP estimates; the dotted lines represent the confidence/credible intervals
estimated by the KM (red) and the IDP (black).

Table 1: Coverage of pointwise KM’s confidence intervals and IDP’s credible intervals.
KM (plain) KM (log-log) IDP(s=0.01) IDP(s=0.25) IDP(s=0.5)

n=25 0.878 0.932 0.924 0.961 0.974
n=100 0.932 0.953 0.945 0.961 0.968

For the purpose of comparing the survival of individuals of two independent populations, we have
applied the IDP test to a number of artificial datasets simulating the different scenarios proposed by [16],
that is, same hazard (SH), proportional hazards (PH), early hazard difference (EHD) and late hazard
difference (LHD), and we have compared it against the log-rank test and the (Peto-Peto modification
of the) Gehan-Wilcoxon test, both implemented in the R package survival. Tests are one-sided,
always analyzing whether P(X < X ′) > 1

2 (which is considered as the alternative hypothesis), with X
and X ′ denoting the corresponding variables of interest in two independent populations. Table 2 gives
the fraction of rejection of the null hypothesis over the cases where IDP yields a determinate decision
and over the cases where it cannot take a decision (into round brackets); the fraction of indeterminate
cases for the IDP test is also shown (square brackets). The SH line regards same hazards, so the null
hypothesis is true and the fraction of rejections represents the type-I error (which should be lower than
γ = 0.05). In the other lines, the fraction of rejections measures the power of the test. Further details
about the simulation setting are presented in the supplementary material.

Let us first consider the determinate cases. We see that all tests perform similar for SH. As ex-
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Figure 2: Coverage of the Kaplan-Meier and IDP credible intervals with s = 0.25.

pected, the Peto-Peto test outperforms the log-rank test only in the EHD scenario. Overall, IDP presents
similar power to Peto-Peto, and is outperformed by the log-rank for LHD. Even though the IDP test is
never the most powerful, it outperforms the log-rank in the EHD scenario and the Peto-Peto test in the
LHD scenario (it ties with Peto-Peto for PH), thus it can be seen as a compromise between the other two
tests when the scenario under study is unknown (which is often the case). The IDP test also gives us an
extra information: it suggests that part of the cases (indicated between square brackets) are indeterminate
and could be better decided if more data were available (with few more data, some of those decisions
could easily become a rejection of the null hypothesis). While traditional tests always issue a determi-
nate decision, the IDP test acknowledges that a reliable decision cannot be made without collecting more
data. In the cases where the IDP test is indeterminate we can see from Table 2 that the type-I error in the
SH scenario is much larger than γ both for the log-rank and Peto-Peto tests. In the PH scenario the power
of the traditional tests reduces with respect to that obtained when the IDP test is determinate. In the EHD

Table 2: Fraction of H1 decisions for the different tests in the cases where the IDP is determinate or
indeterminate (round brackets). Into square brackets in the IDP column, we report the fraction of inde-
terminate outcomes.

Log-rank Peto-Peto IDP(s = 0.25)
SH 0.0261 (0.405) 0.0282 (0.392) 0.0250 [0.079]
PH 0.7201 (0.678) 0.6948 (0.433) 0.7069 [0.171]
EHD 0.7563 (0.202) 0.8578 (0.896) 0.8268 [0.163]
LHD 0.4411 (0.970) 0.2122 (0.090) 0.2333 [0.100]
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scenario the power of the Peto-Peto test is much larger than that of the Log-rank test since the former is
biased toward H1 in such scenario, whereas the log-rank test is biased toward H0. The opposite situation
happens for the LHD scenario. Indeed those two tests carry some assumptions that are usually hard to
verify a priori. The IDP test is capable of detecting the situations where those assumptions mostly affect
the test decisions; the fact that the two tests usually disagree in those cases shows that the decision is
difficult and may not be reliable. Moreover, we will see in Example that the assumptions underlying
the log-rank and Peto-Peto tests may affect the reliability of their decisions under the null hypothesis.
Therefore, for the robustness of the decision it is important to isolate those instances where the decision
strongly relies on those uncertain assumptions.

We believe that robustness is an important feature of a test, as it may contribute to avoid misleading
decisions and false discoveries which affect the replicability of results. In this context, we show an
example where log-rank and Peto-Peto tests are not reliable (a reliable test should not reject the null
hypothesis with probability higher than γ = 0.05 when it is true).

Consider two groups with different sizes (n= 20 and n′= 100) from the same population. Lifetime
data are taken from the same exponential distribution Exp(λ = 1); censoring times are sampled from the
uniform with support [0,2]. Due to the very different sample size, the type-I error, evaluated over 1000
repetitions, is greater than the desired value γ = 0.05 both for log-rank and Peto-Peto tests (0.065 and
0.061, respectively). If we limit to consider only the samples where the IDP test is determinate (89% of
the cases), the Type-I error is 0.032 both for the log-rank and the Peto-Peto tests and 0.030 for the IDP
test. Considering instead only the samples where the IDP is indeterminate, the error become 0.300 for
the log-rank and 0.336 for the Peto-Peto test.

Besides the robustness that is provided by the IDP test in general, Example below shows that
the IDP test is particularly useful in situations where hazards cross (as well as in situations where one
is unsure about such crossing, if he wants to take reliable decisions), as most classical tests become
unreliable.

Consider two scenarios A and B, each of which with two groups of n = 50 and n′ = 25 samples.
Lifetime data are sampled from two populations with survival functions given in Figure 3.

The survival curves in the two scenarios are very similar, but curves of control and treatment have
their shape interchanged. The hazard function is designed so that in both scenarios P(X < X ′) is slightly
smaller than 1

2 (with X representing the control group); hence the null hypothesis is true in both scenarios.
The type-I error of the three tests, evaluated on 1000 different repetitions, is shown in Table 3. The log-
rank has a large Type-I error in scenario A, while Peto-Peto has very large Type-I error in scenario B,
and both are way greater than the target of 0.05. Indeed, these tests are designed to respectively weight
more late and early differences in the curves and, thus, cannot account correctly for the overall behavior
of the functions. The IDP test does not assume any characteristic for the survival function; its Type-I
error has been always smaller than 0.05. When the IDP is indeterminate the error is 1 or almost 1 for
the cases where the tests are biased toward the alternative hypothesis (that is, scenario A for log-rank
and scenario B for Peto-Peto test). In the opposite scenario, tests are biased toward favoring the null
hypothesis and thus the error is much smaller; this is particularly evident for the log-rank, which is more
strongly biased and thus never rejects the null hypothesis apart for only 2 extreme cases where also the
IDP and the Peto-Peto do reject it. The log-rank does not achieve error below 0.05 in Scenario A even
if we set the significance level of the test at 0.01. Peto-Peto test, instead, obtains an error below 0.05 if
we set γ = 0.01 (but not below the target γ itself), but such choice is completely arbitrary, as one cannot
know (or rely on) which would be the γ to achieve type-I error of 5% (besides the sharp drop in power
that the test would face). Into round brackets we report the error over the indeterminate cases identified
by an IDP test with γ = 0.05. We expect that, in those cases which are critical for a decision criteria with
γ = 0.05, a more conservative test using γ = 0.01 would not reject the null hypothesis thus achieving a
very small Type-I error error. This is always true except for the log-rank test in scenario A (with an error

13



0.0 0.5 1.0 1.5 2.0

0.
0

0.
4

0.
8

t
S

(t
)

(a) Scenario A

0.0 0.5 1.0 1.5 2.0

0.
0

0.
4

0.
8

t

S
(t

)

(b) Scenario B

Figure 3: Survival functions for control (continuous thin line) and treated (dashed thick line) populations.

of 1) thus confirming once more the strong bias of this test in case of crossing hazards.

4 Australian AIDS survival data

In this section, we consider the Australian AIDS survival dataset [24, 28] of cases reported to the Aus-
tralian National Centre in HIV Epidemiology and Clinical Research. The dataset contains records of
2843 individuals diagnosed from 1982 to 1991, of which 1787 died prior to the end of the study.

We consider the five pairs of groups listed in Table 4. The first considers gender, the next two con-
sider populations from distinct regions of Australia (NSW, VIC, and QLD mean, respectively, New South
Wales including the Australian Capital Territory, Victoria, and Queensland, the three most populated

Table 3: Type-I error of different tests for significance level γ = 0.05 and γ = 0.01 over the determinate
cases. Into round brackets we report the Type-I error for Log-rank and Peto-Peto in the IDP indeterminate
instances, and into square brackets the fraction of indeterminate outcomes for IDP.

Log-rank Peto-Peto IDP (s = 0.25)
γ = 0.05 γ = 0.01 γ = 0.05 γ = 0.01 γ = 0.05

Scenario A 0.320 (1.000) 0.140 (0.929) 0.044 (0.071) 0.007 (0.000) 0.048 [0.028]
Scenario B 0.014 (0.000) 0.006 (0.000) 0.173 (1.000) 0.063 (0.800) 0.045 [0.020]
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Table 4: p-values (Log-rank and Peto-Peto tests) and posterior probabilities (IDP test) for the AIDS
dataset. (H0)/(H1) indicates the decision taken at the level γ = 0.05, while (I) indicates an indeterminate
outcome.

Group 1 Group 2 N. Data Log-rank Peto-Peto IDP (s = 0.25) smax

1 Male Female 2754/89 0.182 (H0) 0.525 (H0) 0.575/0.738 (H0) 6.2
2 NSW VIC 1780/588 0.228 (H0) 0.024 (H1) 0.907/0.921 (H0) 1.5
3 QLD NSW 226/1780 0.046 (H1) 0.027 (H1) 0.929/0.969 (I) -
4 No Drug Drug 2506/120 0.011 (H1) 0.019 (H1) 0.986/0.990 (H1) 3.2
5 Blood Haemoph. 94/46 0.046 (H1) 0.006 (H1) 0.991/0.995 (H1) 2.1

regions in the country), the fourth considers users of drugs (or not), and the fifth considers the reported
transmission between Blood (that is, receipt of blood, blood components or tissue) and Haemophilia
(coagulation disorder). These tests have been chosen to confirm (or to find evidence against) the results
reported long ago by the responsible for the dataset himself [24]. For each pair, we test the hypothe-
sis that the survival time is shorter for the first group of individuals than for the second group. More
precisely, let X be the survival time of individuals from Group 1 (for example, Male in the first line
of Table 4) and X ′ that of individuals from Group 2. We test P(X < X ′) ≤ 1

2 (null hypothesis, or H0)
against P(X < X ′)> 1

2 (alternative hypothesis, or H1) using the log-rank and the Peto-Peto modification
of the Gehan-Wilcoxon test, as well as the IDP test. In Table 4, we present p-values for the log-rank and
Peto-Peto tests and posterior probabilities for the IDP test. We use the significance level γ = 0.05; then
the null hypothesis is rejected (denoted H1) if the p-value is smaller than γ (log-rank and Peto-Peto tests)
or if the lower probability of the alternative hypothesis is greater than 1− γ (IDP test); if, instead, the
upper probability is greater than 1− γ but the lower probability is not, then we declare it indeterminate.
Figure 4 shows the survival curves related to the tests under consideration.

According to the previous study [24], no difference in survival has been verified between Male and
Female, and between NSW and VIC, while a difference in survival time was identified for QLD versus
NSW, No-drug versus drug usage, and Blood versus Haemophilia (the last comparison was not directly
performed, but can be inferred from their conclusions). Table 4 shows that our results are consistent with
those findings. The IDP test confirms that gender is not significant to discriminate survival time even
if the strength of its prior were as large as 6, that is, even if 6 fictitious additional data samples were
placed in each group in the most adversarial positions in time, the conclusion would remain unchanged.
Log-rank and Peto-Peto do not reject H0 either.

For NSW against VIC, log-rank and Peto-Peto tests provide very different p-values. The Peto-Peto
test weights more the first part of the survival curves, where the curve of NSW lies below that of VIC. In
the second part, the curves appear interchanged, but this is somehow neglected by the test. This is a clear
case where the proportional hazards assumption fails, and traditional tests are less reliable. IDP indicates
that up to s = 1.5 we can reliably not reject H0. These results are supported by data and discussions
presented in Australian technical reports [15, 20].

Interestingly, both log-rank and Peto-Peto reject H0 for the comparison QLD versus NSW, in
accordance with previous results [24]. However, [24] clearly acknowledge that the poor survival of
QLD with respect to NSW is “obscure and require further investigation”. Indeed recent Queensland
reports [22, 23] (as well as the previously mentioned Australian reports) show no reason to believe that
survival of AIDS patients in that region is shorter than in New South Wales. The IDP test identifies
such doubtful situation and responds an indeterminate outcome (with an indeterminacy that exists even
if s→ 0), suggesting that further data should be collected for reaching a better decision.

Finally, both No-drug versus Drug and Blood versus Haemophilia tests have H0 rejected with all
the three tests, even though p-values of log-rank and Peto-Peto are quite different in the latter. This
might be explained by the possible late cross in the curves, as shown in Figure 4. In both comparisons,
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IDP provides a robust decision of rejecting H0 together with a measure of its robustness, given by the
maximum strength s such that the decision of rejecting H0 would yet take place. For Blood versus
Haemophilia, even if smax = 2.1 additional fictitious data samples were included in each of the groups
(smax = 3.2 fictitious data in the No-drug versus Drug), we would still reject H0, so the results are indeed
quite reliable.

From these results we can see that the IDP test does not simply issue an indeterminate outcome
when the p-value of the traditional tests is close to the significance level γ: for instance, the p-value of
the log-rank test is very close to the confidence level γ both in comparison QLD versus NSW and Blood
versus Haemophilia (the p-value is 0.046 in both cases), but only in the first comparison the IDP test
is indeterminate. The same situation can be seen for the Peto-Peto test with comparisons NSW versus
VIC (p-value= 0.024) and QLD versus NSW (p-value= 0.027). Neither can the IDP test be mimicked
by issuing an indeterminate outcome when the decision of the other tests differ: they both rejected H0
in the comparison QLD versus NSW, while IDP test is indeterminate and they take different decisions in
the comparison NSW versus VIC while IDP issues H0.

5 Conclusions

In this paper we have employed a model of prior near-ignorance for nonparametric inferences based
on the Dirichlet process to develop robust methods for survival analysis with right-censored data. The
approach has the benefits of a Bayesian inference while avoiding completely the need of specifying the
infinite-dimensional parameter of the Dirichlet Process. The only free parameter is the strength of the
prior, which has a clear interpretation as the number of additional fictitious data (placed in the most
adversarial way) that we impose to the model while checking whether the decision would remain un-
changed. This makes the elicitation of the prior very easy, and allows us to compute posterior inferences
for which no closed form expression exists by a simple Monte Carlo sampling from the Dirichlet distri-
bution, thus avoiding more demanding sampling approaches typically used for the Dirichlet process (for
example, stick breaking). Based on this prior near-ignorance model, we have developed an estimator
for the survival curves which can provide reliable credible intervals for the probability of survival. We
have also proposed a general, simple and conservative approach for testing the difference in survival of
individuals from two independent populations called IDP test, which is a robust alternative to log-rank
and other weighted Wilcoxon rank-sum tests. The IDP test is able to identify whether the decision is
prior-dependent, and gives the possibility of evaluating the size of the difference between survival times
through the posterior distribution of P(X < X ′). Moreover, the IDP test allows us to perform an analysis
of robustness with respect to the only parameter that has to be elicited in the IDP test, the prior strength,
by computing its maximum value for which the IDP test remains determinate. This can be interpreted as
a measure of robustness of the decision. Results have shown that this test has similar power than that of
classical tests and yet is more reliable. The study of the Australian AIDS dataset has demonstrated that
the IDP test was able to identify the low reliability of a previous conclusion that the survival of individ-
uals with AIDS from the Queensland region in Australia is significantly worst than for individuals from
New South Wales, a result that had been questioned by the curator of the dataset himself.

6 Supplementary Material and Software

Supplementary material is available online at the journal website. It contains details about the numerical
approximation of the posterior distribution of S(t) and P(X < X ′) and about the simulations and proofs
of all results presented in this paper.
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The R package IDPsurvival available from the CRAN Repository provides the software
in the form of R code, together with a sample input data set and complete documentation. Source code
to reproduce the results in this paper is available as Supporting Information on the journal’s web page
(http://onlinelibrary.wiley.com/doi/xxx/suppinfo).
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Figure 4: Survival curves estimated with IDP (s = 0.25) for the groups in Table 4. Continuous lines
represent the IDP lower (thin line) and upper (thick line) expectations of S(t); the dotted lines represent
the upper and lower bounds of the credible intervals.
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